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 Abstract— Abstract: The advancement of remote sensing 
technology has significantly enhanced marine monitoring, 
particularly in assessing the quality of seaweed—a vital natural 
resource for various industries. Traditional seaweed monitoring 
methods often lack precision in disease detection. This study 
introduces a refined approach using the K-Nearest Neighbors 
(KNN) algorithm, tailored for remote imagery and sensor-based 
seaweed disease identification. Two key aspects are emphasized: 
first, the classification of seaweed diseases, critical for 
maintaining growth and quality; and second, detection based on 
color and size analysis to ensure productivity. By utilizing image 
analysis of detection vessels, the system effectively identifies 
diseases, particularly Ice-Ice disease, optimizing treatment 
strategies for seaweed farmers. The research demonstrated the 
system's capability through 44 tests, achieving an accuracy rate 
of 86.67%. This innovation significantly boosts production 
efficiency and seaweed quality, providing substantial benefits 
for sustainable seaweed farming practices. This study highlights 
the potential of integrating IoT and machine learning 
technologies to support precise, efficient disease detection and 
monitoring, contributing to the sustainability and economic 
viability of the seaweed industry.  

Keywords— Internet of Things (IoT), Classification of Ice-Ice 

I. INTRODUCTION 
Indonesia has a vast marine area, reaching 6.4 million km², 

with a coastline of around 108,000 km. Indonesia's marine and 
fisheries resources have a potential of around 225 trillion, with 
superior commodities such as tuna, shrimp, skipjack, grouper 
and seaweed. One of the high-value commodities is seaweed, 
especially the Euchema Sp and E-Cottoni types. Trademap 
data shows that Indonesia is one of the main players in 
international seaweed trade, with an export volume in 2018 of 
213 thousand tons, ranking first with a contribution of 30% of 
total world exports [1]. The high export data shows that 
seaweed production can stimulate the community's economy, 
especially coastal communities. Seaweed production requires 
economical and affordable operational costs, but can provide 
significant income for farmers. In general, in conventional 

care and checking for disease in Mansih seaweed, farmers still 
check for disease in seaweed by having to go directly into the 
water to check directly.  

Development of Remote Sensing Technology in Ocean 
Monitoring. Integration of Disease Classification and 
Seaweed Ice-Ice disease detection to Improve Quality and 
Productivity. Remote sensing is one technology that has made 
a significant contribution to the field of marine monitoring. An 
important aspect of marine monitoring is the identification of 
seaweed quality. Seaweed is a valuable natural resource and 
has various applications in the fields of food, pharmaceuticals, 
cosmetics and other industries [2].  

Along with the very advanced development of Internet of  
Things (IoT) technology, we can now optimize the benefits of 
an Internet connection for marine monitoring. IoT is a concept 
that allows devices with internal sensors to collect and 
transmit data over a network without manual intervention, and 
this also applies to remote sensing for ocean monitoring.  

In developing seaweed monitoring technology using 
detection vessel imagery, there are two important aspects that 
need to be considered. Namely, First, the classification of 
diseases in seaweed is crucial because various diseases can 
affect the growth and quality of seaweed. By using the K-
Nearest Neighbors (KNN) classification method, diseases in 
seaweed can be identified and classified with high accuracy, 
enabling precise and efficient treatment. This classification 
technology will help seaweed farmers recognize diseases that 
attack their plants so they can provide timely preventive or 
treatment measures. Detection of seaweed Ice-Ice disease 
based on color and size analysis is also an important aspect in 
the development of monitoring technology. Detecting Ice-Ice 
disease in seaweed is very important to ensure optimal quality 
and productivity of seaweed [3].  

Through color image analysis on detection vessels, a 
system can be developed that is capable of detecting diseases 
in seaweed that is optimal for taking action as quickly as 
possible. By using an algorithm that is able to interpret color 
and size information, this system will help seaweed farmers 
determine the right disease, increase production efficiency, 
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and ensure the quality of the seaweed produced remains 
optimal. Combining Ice-Ice's disease classification and 
disease detection technology based on color and size into a 
seaweed quality recognition system using detection vessel 
images will provide a comprehensive and ustainable solution 
in monitoring and optimizing seaweed quality and production 
effectively. With this technology, seaweed monitoring can be 
carried out more accurately and efficiently, thereby 
contributing to improving the overall quality and productivity 
of seaweed. Apart from the benefits for seaweed farmers, the 
development of remote sensing technology also has a positive 
impact on the food, pharmaceutical, cosmetics and other 
sectors that use seaweed as raw materials [4]. 

By maintaining seaweed quality and optimal production, 
it will increase the supply of high quality raw materials for 
various industrial sectors. This will open up opportunities for 
the development of innovative products and increase 
industrial competitiveness at the global level. However, the 
development of seaweed monitoring technology also needs to 
consider several challenges. One of them is the availability of 
high quality and up-to-date detection ship image data. In 
optimizing this technology, accurate and up-to-date image 
data is needed so that the results of analysis and disease 
identification as well as Ice-Ice disease detection become 
more accurate and reliable. Apart from that, it is also  
necessary to develop and adjust more sophisticated 
classification and analysis algorithms for the color and size of 
seaweed. The development of more advanced algorithms will 
help increase accuracy and efficiency in the process of  disease 
identification and Ice-Ice disease detection. Therefore, 
investment in research and development of this technology is 
essential to continue to advance seaweed monitoring systems. 
Overall, the development of remote sensing technology has 
brought positive changes in the field of marine monitoring, 
especially in the recognition of seaweed quality. The 
integration of Ice-Ice disease classification and disease 
detection technology based on detection vessel images is a 
step forward in increasing production efficiency and seaweed 
quality. By continuing to optimize and develop this 
technology, it is hoped that it can provide comprehensive and 
sustainable solutions to support sustainable and 
environmentally friendly industrial growth [5]. 

 

II. SYSTEM PLANNING 
The process starts from collecting seaweed image data 

which is then included in the dataset. This image data goes 
through a preprocessing stage to prepare the image so that it 
is ready for further processing. After preprocessing, the 
image undergoes segmentation to separate important parts of 
the image that will be used for analysis. The next stage is to 
carry out KNN classification, where the processed images 
will be classified based on the KNN algorithm to determine 
whether seaweed is included in the healthy class or the sick 
class. The classification results are stored in a database which 
can then be accessed and displayed via the website, allowing 
users to monitor the condition of the seaweed efficiently. 

 

 
 

Fig.1. Block diagram 

Images are processed through the steps of reading, 
resizing, improving quality, and calculating features such as 
average color, standard deviation, skewness, and texture 
features using the Gray Level Co-occurrence Matrix 
(GLCM). After feature extraction, predictions are made using 
the trained KNN model. Prediction results are saved in an 
existing Excel file or created a new one if one does not 
already exist. The process ends after all results are saved 
properly. 

 

 
 

Fig. 2. Flowchart 

A. Datasets 
Seaweed quality criteria are divided into two classes: 

Healthy Class and Sick Class. The Healthy Class must be 
free from disease, while the Sick Class is characterized by 
ice-ice disease which can be seen from changes in color and 
texture. Seaweeds are also classified based on their physical 
condition, with different visual appearances for each class. 
This comprehensive and representative data collection from 
a variety of quality criteria and physical conditions allows 
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the KNN model to learn and classify seaweed accurately. 
The number of images in each class is 200 images for the 
Healthy Class and 200 images for the Sick Class, for a total 
of 400 images. 

 

  
 

 

 

 
Fig. 3. Image Dataset 

Seaweed quality criteria are divided into two classes: 
Healthy Class and Sick Class. The Healthy Class must be 
free from disease, while the Sick Class is characterized by 
ice-ice disease which can be seen from changes in color and 
texture. Seaweeds are also classified based on their physical 
condition, with different visual appearances for each class. 
This comprehensive and representative data collection from 
a variety of quality criteria and physical conditions allows 
the KNN model to learn and classify seaweed accurately. 
The number of images in each class is 200 images for the 
Healthy Class and 200 images for the Sick Class, for a total 
of 400 images. 

B. Pre-Processing 
In this research, image preprocessing is carried out 

through several stages to prepare data for further analysis and 
feature extraction. P rocessing includes image resizing, 
automatic enhancement, and extraction of various statistical 
and texture features. 

C. Resizing 
Images were resized using the ̀ image_resize` function 

so that all images were a consistent size of 400 pixels high, 
while maintaining the original aspect ratio. For example, if 
the original image has dimensions of 800x600 pixels, after 
resizing it, the image will have dimensions of 533x400 
pixels. 

D. Auto Upgrade 
Automatic image enhancement is carried out using the 

CLAHE (Contrast Limited Adaptive Histogram 
Equalization) method via the `auto_enhance` function. This 
process involves converting the image from RGB to LAB 
color space, applying CLAHE to the L (luminosity) channel, 
and then recombining the enhanced L channel with the A and 
B channels before converting back to the BGR color space. 
This step helps increase image contrast automatically 

E. Color Statistics 
Color features can be obtained from statistical 

calculations such as mean and deviation standard. 
Calculations are carried out on each component R, G and 
B. 

 
1. Mean RGB 

The average provides a measure of distribution 
and is calculated by: 

                      (1) 

                      (2) 

                     (3) 
2. Standard Deviation 

Standard deviation measures the distribution of 
pixel data from its average. It shows how much 
variation or spread the pixel intensity has in the image. 
Standard Deviation Formula for Channels R, G, and B: 

 (4) 

 (5) 

 (6) 

3. Skewness 

Skewness measures the skewness of the 
distribution of pixels in an image. Positive skewness 
values indicate a distribution skewed to the right, 
while negative values indicate a distribution skewed 
to the left. Skewness Formula for R, G, and B 
Channels: 

SkewnessR= 1
N

Ri-MeanR
StdDevR

3
N
i=1            (7) 

            (8) 

            (9) 

4. Kurtosis 

Kurtosis measures the peak distribution of 
pixels in an image. High kurtosis values indicate a 
distribution with sharp peaks, while low values 
indicate a flatter distribution. Kurtosis Formula for 
Channels R, G, and B: 

  (10) 

  (11) 

  (12) 
 

III. KNN METHOD 
K-Nearest Neighbor (k-NN) is a data-based 

classification algorithm that uses previous data to 
categorize objects. In the process, training data is 
identified, then the k value is generated from the data that 
is most similar to the test data using Euclidean distance. 
During classification, the same features are calculated for 
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the test data, either to retest data for which classification is 
unknown or to verify the accuracy of the classification. 
This algorithm stores feature vectors during the learning 
stage and classifies data based on the smallest distance or 
similarity of the objects. The distance from the new vector 
to the training data vector is calculated, and some of the 
closest k values are taken. Classification is determined 
based on the points that appear most frequently in their 
nearest neighbors. Euclidean distance is often used to 
measure closeness, where higher values indicate greater 
similarity and lower values indicate closer similarity. Even 
though it is simple and has the disadvantage of having data 
that is too close together, this method is easy to understand. 
The KNN algorithm works by categorizing data through 
related inputs with similar outputs. The two main 
parameters in developing a KNN model are the number of 
nearest neighbors (k) and the distance between data points, 
which can be calculated using Euclidean, Manhattan, or 
Minkowski distance. To train the model, the training data 
is placed in a coordinate system that corresponds to the 
dimensions of the data. KNN requires an integer value k, a 
training data set, and a metric to measure closeness [15]. 

the training data is calculated, and some of the closest 
k values are taken. Classification is determined based on 
the points that appear most frequently in their nearest 
neighbors. Euclidean distance is often used to measure 
closeness, where higher values indicate greater similarity 
and lower values indicate closer similarity. Even though it 
is simple and has the disadvantage of having data that is too 
close together, this method is easy to understand. The KNN 
algorithm works by categorizing data through related 
inputs with similar outputs. The two main parameters in 
developing a KNN model are the number of nearest 
neighbors (k) and the distance between data points, which 
can be calculated using Euclidean, Manhattan, or 
Minkowski distance. To train the model, the training data 
is placed in a coordinate system that corresponds to the 
dimensions of the data. KNN requires an integer value k, a 
training data set, and a metric to measure closeness [15]. 

E. Normalized Spatial Moment and Central Moment 
The spatial moment equation is: 
 

                  (13) 

The central moment is a spatial moment calculated 
relative to the center of mass. Equality The central moment 
is: 

        (14) 

The moments above are invariant (not affected) by 
translation. In this case, and   obtained through: 

 
     (15) 

The central moment is independent of translation, 
compression and rotation, so the moment needs to be 
normalized. The normalized moment equation is: 

 
   (16) 

 

IV. RESEARCH RESULTS AND ANALYSIS 
Images of certain types of seaweed originating from 

Sumenep Regency taken using a cellphone camera produce 
images in 2 classes, namely, the healthy class and the sick 
class. Where each class has 300 seaweed images so that the 
total for both classes is 600 images. Collecting data for 
seaweed classification using K-Nearest Neighbors (KNN) is a 
crucial stage in building an effective model in identifying 
seaweed quality. The data collected should include a broad 
representation of the various seaweed quality criteria, 
including aspects such as the presence of disease and the 
physical condition of the seaweed. 

 

Fig. 4. Healthy and Sick Seaweed 

Fig. 4 shows samples of diseased and healthy seaweed. 
The dataset contains 200 samples of diseased seaweed and 
200 samples of healthy seaweed, totaling 400 samples. The 
diseased samples exhibit typical visual symptoms of Ice-Ice 
disease, such as discoloration to a paler or yellowish hue, as 
well as a decrease in quality, with a weaker or damaged 
texture. In contrast, the healthy samples display a stronger 
green color, with an intact and robust structure, showing no 
signs of damage or discoloration caused by disease. 

Separate color channels, and calculate the mean, 
standard deviation, skewness, and kurtosis for each color 
channel. The results provide a statistical and textural 
description of the analyzed image. 

 
Fig. 5. Statistical and Texture features 

Gray Level Co-occurrence Matrix (GLCM) is a method 
used to extract texture features from images. This method 
measures how pairs of pixels with certain gray values (gray 
levels) appear in the image with certain spatial relationships. 
GLCM is calculated by creating a matrix that stores the 
frequency of occurrence of pairs of pixels with certain 
intensity values at a certain distance and direction. 

Some texture properties that can be calculated from 
GLCM are: 

a.  Contrast: Measures the difference in intensity between a 
pixel and its neighbors over the entire image. A high 
contrast value indicates a large difference in intensity. 

b.  Correlation: Measures the degree to which pixels at a 
given distance correlate with each other. A high 
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correlation value indicates a linear relationship 
between pixels. 

c.  Homogeneity: Measures the closeness of the distribution 
of elements in a GLCM to the GLCM diagonal. A high 
homogeneity value indicates a smooth texture. 

d.  Energy: Measures texture compactness by calculating 
the sum of squares of GLCM elements. A high energy 
value indicates a uniform texture. 

e.  Entropy: Quantifying chaos in textures. High entropy 
values indicate complex and irregular textures. 

f.  Variance: Measures the spread of intensity values 
around the mean value. High variance indicates a 
texture with a lot of variation in intensity. 

Tests were carried out to determine whether the K-
Nearest Neighbors (KNN) method was suitable for the task of 
analyzing ice-ice disease from seaweed. The results obtained 
from this test provide a deeper understanding of whether the 
developed model can be relied upon for use in a wider 
application context, such as in the seaweed processing 
industry. Thus, the results of this test become an important 
basis for decision making regarding the application of 
technology in automatic processing and sorting of seaweed. 
The following are the results of the analysis of ice-ice disease 
in seaweed using the KNN method. 

TABLE I.  SEAWEED TEST RESULTS  

No Image Name KNN 
results 

Probability 
of Health 

Probability 
of Illness 

1 1695323379334.jpg Healthy 100 0 

2 1695323382012.jpg Sick 33.33333333 66.66666667 

3 1695323384758.jpg Healthy 66.66666667 33.33333333 

4 1695323387430.jpg Healthy 66.66666667 33.33333333 

5 1695323390109.jpg Healthy 100 0 

6 1695323392831.jpg Healthy 100 0 

7 1695323395592.jpg Healthy 66.66666667 33.33333333 

8 1695323398168.jpg Healthy 66.66666667 33.33333333 

9 1695323400251.jpg Healthy 100 0 

10 1695323402563.jpg Healthy 100 0 

11 1695323404579.jpg Healthy 66.66666667 33.33333333 

12 1695323406619.jpg Healthy 100 0 

13 1695323408732.jpg Healthy 100 0 

14 1695323410858.jpg Healthy 100 0 

15 1695323413073.jpg Healthy 100 0 

16 1695323415209.jpg Healthy 66.66666667 33.33333333 

17 1695323417407.jpg Healthy 100 0 

18 1695323419611.jpg Healthy 100 0 

19 1695323421630.jpg Healthy 66.66666667 33.33333333 

20 1695323423693.jpg Healthy 100 0 

21 1695323425912.jpg Healthy 100 0 

22 1695323428062.jpg Healthy 100 0 

23 1695323430123.jpg Healthy 100 0 

24 BP5AE3SENP0019.jpg Healthy 100 0 

25 BP5AE3SENP0020.jpg Healthy 100 0 

26 BP5AE3SENP0021.jpg Healthy 100 0 

27 BP5AE3SENP0022.jpg Healthy 100 0 

28 BP5AE3SENP0023.jpg Healthy 100 0 

29 BP5AE3SENP0024.jpg Healthy 100 0 

30 BP5AE3SENP0025.jpg Healthy 100 0 

31 BP5AE3SENP0026.jpg Healthy 100 0 

32 BP5AE3SENP0027.jpg Healthy 100 0 

33 BP5AE3SENP0028.jpg Healthy 100 0 

34 BP5AE3SENP0029.jpg Healthy 100 0 

35 BP5AE3SENP0030.jpg Healthy 100 0 

36 BP5AE3SENP0031.jpg Healthy 100 0 

37 BP5AE3SENP0032.jpg Healthy 100 0 

38 BP5AE3SENP0033.jpg Healthy 100 0 

39 BP5AE3SENP0034.jpg Healthy 100 0 

40 BP5AE3SENP0035.jpg Healthy 100 0 

41 BP5AE3SENP0036.jpg Healthy 66.66666667 33.33333333 

42 BP5AE3SENP0037.jpg Healthy 100 0 

43 BP5AE3SENP0038.jpg Healthy 100 0 

44 BP5AE3SENP0039.jpg Healthy 100 0 

 

To find out the percentage success rate for the KNN 
algorithm, use the following equation: 

(17) 
1. Image of training results  

            (18) 
2. Image of test results 

a. Image of seaweed with Ice-Ice disease 
   (19) 

b. Image of healthy seaweed 
(20) 

3. Overall image of seaweed 
(21) 

4. Failure accuracy value 
            (22) 

In testing, images of seaweed affected by Ice-Ice disease 
had an accuracy of 79.17%, while images of healthy seaweed 
achieved higher accuracy, namely 95.24%. Overall, the KNN 
method produces an accuracy of 86.67% for all types of 
seaweed images tested. However, there was a failure 
accuracy value of 13.33%, indicating that some data was not 
classified correctly. 

 
Fig. 6. GLCM feature results 
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Web page that displays the results of seaweed disease 
analysis using the K-Nearest Neighbors (KNN) algorithm. 
This page is hosted on Firebase and presents data in 
interactive tables organized with the jQuery DataTables 
plugin. Important visible elements include: 

1. Page Title: "Dataset Table" indicates the page for 
displaying the dataset in a table. 

2. Page Description : Describes the display of data in 
interactive tables to efficiently manage and analyze 
information. 

3. Dataset Table: Columns include sequence number, 
seaweed image, health status (such as "sick" for ice-ice 
disease), image features (Homogeneity, Energy, 
Entropy, Variance), KNN classification results (such as 
"Diseased" or "Healthy" ), and the level of classification 
accuracy. 

4. Interactive Features: Tables are equipped with search, 
sorting, and pagination for easy navigation and 
searching of data. 

This web page provides a clear and interactive 
visualization of KNN analysis results, useful for research or 
seaweed disease detection applications. Data is stored and 
retrieved from Firebase, ensuring availability and reliability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                              
Fig. 7. KNN results page 

The results of accuracy analysis using the K-Nearest 
Neighbors (KNN) method to detect seaweed disease show 
that this method is able to provide an average accuracy of 
around 86.67%. This shows that KNN is quite effective in 
recognizing and distinguishing between healthy seaweed and 
those affected by Ice-Ice disease. However, there is 
significant variation in accuracy between tests which can be 
caused by dataset quality, model parameter tuning, and test 
conditions such as lighting and seaweed cleanliness. 

Trials were carried out 45 times on each image, and the 
best data from each trial was taken for final testing. The 
results show that KNN is quite effective in identifying the 

condition of seaweed, although there are challenges in 
detecting certain cases of disease. In conclusion, the KNN 
method can be a useful tool in monitoring seaweed health, 
but needs further improvement to reduce the classification 
failure rate. This research provides a strong basis for further 
exploration and refinement of the KNN model to make it 
more sensitive to variations in seaweed conditions, 
increasing productivity and product quality in related 
industries. 

V. CONCLUSION 
The KNN algorithm has proven to be quite effective in 

identifying the condition of seaweed, both healthy and 
affected by ice-ice disease. The accuracy of the model on the 
training data was considered effective , in 44 tests the overall 
accuracy on the test data reached 86.67%. This shows that the 
KNN algorithm has high potential to be applied in seaweed 
disease detection. This study also highlights the potential of 
vision robotics in sustainable aquaculture practices by 
automating the detection of Ice-Ice disease, reducing the need 
for manual labor and minimizing the use of chemical 
treatments. The findings demonstrate how a KNN-based 
vision system could be deployed on farms to monitor seaweed 
health efficiently, thus contributing to sustainable practices in 
seaweed farming. The KNN method  sensitive to irrelevant 
features and dimensionality: Features that don't contribute 
much to the image content can mislead KNN. Also, KNN 
works best with low-dimensional data. For high dimensional 
image data (e.g., many pixels), it can perform poorly. 
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