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Abstract. Herbal plant farming is one of the holders of an essential role in the economy of Madura. Therefore, the Madurese 
government is very concerned about ginger farmers developing ginger production to meet market demand so that the 
Madurese economy increases. In addition, 2019 data from the Central Statistics Agency show that the herbal farming sector 
in Madura has been achieved by ginger farming with the most significant number of commodities compared to other herbal 
plants. However, in recent years, ginger yields have not been able to meet the very high market demand. Therefore, to meet 
consumer demand for the availability of ginger, this study uses forecasting analysis by developing a system using 
forecasting methods. The method used in this study is the Seasonal-Autoregressive Integrated Moving Average (SARIMA) 
hybrid method. This method is a good method for modeling forecasting. The data used in this study are data on ginger 
production and harvested area from January 2015 to December 2019. And the results of this study are in the form of yield 
forecasting data for the following year. The test results with a data range of five produce small MAPE and RMSE, namely 
43.94% and 14579.338. This shows that the SARIMA method has been able to predict future crop yields and can be used 
as a reference for the government in determining crop yields according to market demand. 

INTRODUCTION 

Agriculture, both food crops and herbal plants spread across Madura, plays a vital role in the economic and social 
fields because these agricultural products can generate substantial income to build the economy of the Madurese 
population [1]. So that this can have a positive impact on Madura farmers in cultivating plants to increase agricultural 
yields and be able to meet market demand. However, in recent years, agricultural production in Madura has decreased. 
One of the causes is the lack of accuracy of farmers in predicting agricultural yields for the future, so preparations 
must be prepared to increase crop yields so that market demand is fulfilled. Many commodities produced by farmers 
from the agricultural sub-sector include ginger. With the high demand for ginger in the world market for ginger 
commodities, which continues to increase from year to year, farmers are required to increase their production further 
to meet the demand for ginger domestically and abroad. Therefore, this research develops a ginger yield forecasting 
system. Forecasting is the art and science of predicting future events [2]. Forecasting for crop yields is the basis for 
the most important planning decisions to meet market demand. The goal of a forecasting system is to predict by 
producing accurate results, but this is never possible, forecasting can reduce uncertainty about the future [3]. 

In several previous studies, many researchers have applied forecasting systems to forecasting methods, but the 
search for forecasting models that produce a small error rate is still being carried out. In 2017 of research by Kafara 
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et al. [4] regarding forecasting rainfall with the seasonal ARIMA approach called SARIMA, which uses time series 
analysis, namely the Box-Jenkins method for SARIMA modelling, which has produced the smallest MAPE and RMSE 
with static forecasting in the forecasting model for one period (months) ahead. Whereas in 2018, it was carried out by 
Durrah et al. [5] concerning forecasting the number of airplane passengers using the SARIMA method, where in the 
process of predicting the number of passengers it has shown a seasonal pattern with the best pattern ARIMA (0,1,1) 
(0,0,1)12 and the MAPE result is 9.78%. Then developed in 2021 by Rizki and Taqiyyuddin [6] regarding the 
application of the SARIMA model to predict the inflation rate in Indonesia and produce a MAPE value of 5.19%. This 
shows that the SARIMA model is a method that can be used as a reference in determining steps to anticipate problems 
in the economic sector. However, in previous years the application of the SARIMA model in predicting ginger crop 
yields had not been carried out. This method is usually used for single time series analysis forecasting data. 

The important thing to consider in analyzing time series data is the accuracy of the model. And a good model is a 
model that has the smallest MAPE and RMSE values. Therefore, this study tries to apply the SARIMA method for 
forecasting future ginger yields to be able to produce increased production to meet market demand. The SARIMA 
method is the development of the Autoregressive Integrated Moving Average (ARIMA) model on time series data 
that has a seasonal pattern6. SARIMA is also a time series analysis method, just like trend, moving average, or naive 
analysis [7]. The purpose of this study was to forecast ginger crop yields for the next 12 months. The benefits of 
forecasting the yield of this ginger plant are expected to be able to help ginger farmers in taking certain policies to 
overcome increased yields to meet market demand.  

METHODS 

Time series data is historical data collected in a certain period of time sequentially [8]. The data used in this 
forecasting are ginger yields from 2015-2019 obtained from the Pamekasan Madura Agriculture Service, with a 
population of 250 farmers cultivating ginger in Madura. Ginger plant is an export commodity with good quality, 
quality, and taste, so it has good market opportunities, domestically and abroad [9]. And the stages carried out in this 
study have been described in Figure 1. This stage includes literature study, data collection and pre-processing, 
forecasting modelling with the SARIMA method, system requirements analysis, and design and implementation of a 
web-based forecasting system. The literature study is the initial stage carried out in this research which aims to 
determine the topic and analyze the background of the problems related to fluctuating ginger commodity yields [10]. 
Then the data is pre-processed to prepare the data so that it can be used for forecasting models, where the form of data 
pre-processing is done by filling in the missing values and overcoming the outlier values [11,12]. The pre-processing 
results have been simplified into numbers 0 and 1, as shown in Table 1. As for the SARIMA stages, it can be seen in 
Figure 2, where in the early stages an initial analysis of data patterns was carried out, after which the normality and 
stationarity tests of historical data were carried out. After that, statistical tests were carried out with parameter 
estimates. The statistical test produces residual independence. From these residuals, independence and normality will 
be checked, so that the SARIMA model used is good or not. The best SARIMA model is the model with the analysis 
results showing the smallest error value. The error value in this study was obtained by calculating the MAPE AND 
RMSE values. 

 
FIGURE 1. Flowchart of stages of research 
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For forecasting using the SARIMA method, use the auto-ARIMA source code [13]. In the source code, several 
parameters are set, starting from the minimum arima parameter, the maximum arima parameter, the differencing 
parameter ̧ to the seasonal parameter. Using auto-ARIMA can automatically detect the best model parameters from 
SARIMA without having to manually define them and do trial and error for the best model. The SARIMA method is 
one of the developments of the ARIMA method, so the basic knowledge of the SARIMA method is the same as the 
ARIMA method [14,15]. There are Autoregressive (AR) methods, Moving Average (MA), and also Autoregressive 
merging with Moving Average, namely Autoregressive Moving Average (ARMA) [16]. For the equation of the 
autoregressive method using Eq. (1). Apart from the autoregressive equation, there are also similarities from the 
moving average method, as in Eq. (2). After there are autoregressive and moving average equations, then there is an 
equation from the combination of the autoregressive method and also the moving average, namely the autoregressive 
moving average (ARMA) with Eq. (3) [17]. 

TABLE 1. Result of preprocessing data 

No Production 
Amount (kg) No Production 

Amount (kg) No Production 
Amount (kg) No Production 

Amount (kg) 

Min 10500 
 

Min 15400 
 

1 0.3271 81 0.9225 151 0.5994 201 0.2723 
2 0.3980 82 0.7136 152 0.1103 202 0.0090 
3 0.5661 83 0.5648 153 0.6022 203 0.5540 
4 0.9656 84 0.0340 154 0.0513 204 0.7744 
5 0.0944 85 0.8417 155 0.7686 205 0.5321 
6 0.6425 86 0.9927 156 0.1290 206 0.9719 
7 0.4452 87 0.4989 157 0.2324 207 0.9614 
8 0.2650 88 0.9147 158 0.7615 208 0.2293 
9 0.7773 89 0.1937 159 0.1739 209 0.0389 
10 0.0000 90 0.1978 160 0.7496 210 0.4998 
11 0.7859 91 0.8731 161 0.7312 211 0.4238 
12 0.9514 92 0.5018 162 0.5679 212 0.0348 
13 0.1337 93 0.7347 163 0.7255 213 0.0128 
14 0.5951 94 0.8253 164 0.9700 214 0.1414 
15 0.2236 95 0.8386 165 0.4957 215 0.7677 
16 0.4160 96 0.5907 166 0.5521 216 0.3376 
17 0.8617 97 0.6161 167 0.6994 217 0.2006 
18 0.5780 98 0.6365 168 0.6541 218 0.3386 
19 0.7049 99 0.3273 169 0.8888 219 0.9919 
20 0.5917 100 0.1642 170 0.7617 220 0.9563 
… …. … … … … … … 
51 0.9124 130 0.6269 180 0.2359 230 0.9267 
52 0.9240 131 0.7042 181 0.0427 231 0.5396 
53 0.7562 132 0.5903 182 0.3422 232 0.7370 
54 0.5466 133 0.9340 183 0.6394 233 0.7296 
55 0.8599 134 0.7491 184 0.0698 234 0.4405 
56 0.9780 135 0.8947 185 0.4865 235 0.1565 
57 0.1122 136 0.5441 186 0.8137 236 0.4264 
58 0.7921 137 0.0368 187 0.4802 237 0.5265 
59 0.9163 138 0.1639 188 0.7167 238 0.5907 
60 0.4030 139 0.9171 189 0.2363 239 0.1143 
61 0.9178 140 0.3723 190 0.6690 240 0.5622 
62 0.0667 141 0.9009 191 0.4320 241 0.1511 
63 0.8547 142 0.2234 192 0.3216 242 0.8176 
64 0.3336 143 0.2643 193 0.2149 243 0.5206 
65 0.6623 144 0.3478 194 0.3294 244 0.4357 
66 0.6161 145 0.3889 195 0.6661 245 0.9221 
67 0.4294 146 0.0621 196 0.1951 246 0.1313 
68 0.9975 147 0.8884 197 0.5761 247 0.6004 
69 0.5300 148 0.8223 198 0.6708 248 0.2817 
70 0.0428 149 0.1515 199 0.0108 249 0.6220 
51 0.9124 150 0.6692 200 0.6473 250 0.7577 
… …. … … … … … … 
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FIGURE 2. Stages of the SARIMA method 

 
𝑌! = 𝜃" + 𝜃#𝑌!$# + 𝜃%𝑌!$% +⋯+ 𝜃&𝑌!$& − 𝑒! (1) 
𝑌! = ∅" + ∅#𝑒!$# + ∅%𝑌𝑒!$% +⋯+ ∅&𝑌𝑒!$' (2) 
𝑌! = 𝛾" + 𝛿#𝑌!$# + 𝛿%𝑌!$% +⋯+ 𝜆&𝑒!$' (3) 

 
After modelling using the SARIMA method, it is necessary to measure the performance of the model. Performance 

measurements are carried out to evaluate and determine the level of accuracy of the model made. Forecasting results 
will be compared with actual data using MAPE and RMSE calculations. MAPE is the percentage error resulting from 
the average value of the difference between the actual data and the forecasted data [18]. The smaller the MAPE and 
RMSE error values generated in the implemented model, the closer the predicted values are to real data, can be seen 
in Table 2 [19]. While the RMSE is a measure that has theoretical relevance in statistical modelling and is more 
sensitive to outlier data, so it is more recommended to use it in selecting the accuracy of modelling results. 

TABLE 2. Result of preprocessing data 
Ranges of MAPE Forecasting Models 

<10% Very Good 
10%-20% Good 
20%-50% Quite Good 

>50% Bad 

ANALYSIS AND DISCUSSION 

The data used in this research is ginger yield data from January 2017 to December 2021 obtained from the 
Pamekasan Agriculture Service, Madura. The graph of the dataset can be seen in Figure 3. From Figure 3, it can be 
seen that ginger yields are seasonal data, which is characterized by a pattern of repeated high increases in specific 
periods and repeated every year. This is proven by several points in certain months and years where there is an erratic 
increase and decrease in harvest yields. In 2016, ginger yields were seen to decrease, as can be seen in Figure 4. 
Therefore, this study uses SARIMA modelling to forecast ginger yields next year. A good SARIMA model is a model 
that has the smallest MAPE and RMSE values. The results for the diagnosis of SARIMA can be seen in Table 3. Table 
3 summarizes the parameter estimation results of the twelve existing models. After going through the stages of model 
identification, parameter estimation, and residual test, based on table 3, the best model for ginger yields is SARIMA 
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(0,0,1) (1,0,1)12. Before forecasting, it will first be seen how accurate the model is in predicting ginger yield data. 
The model's accuracy will be seen by comparing the actual value of the monthly ginger yield in the sample period 
used in forming the model with the forecasting value. The goodness of the model from the forecasting results to the 
actual value statistically can also be seen from the smallest MAPE and RMSE values, so it was selected as the best 
model suitable for forecasting ginger yields. The last stage carried out in this study is to forecast ginger yields for the 
period January to December 2019 (data testing) using the SARIMA (0,0,1) (1,0,1)12 model. The SARIMA (0,0,1) 
(1,0,1)12 model is the only model that satisfies the significant parameter test and white noise test where the model 
residuals are random and normally distributed, making it feasible to predict Madura ginger yields. The calibration 
results in this study use comparative forecasting data with actual data for the following year, namely 2020, because 
the forecast is too far from the sample period, as seen in Figure 3. 

 

 
Figure 3. Ginger dataset from January 2015-December 2019 

 

 
Figure 4. Ginger harvest data exploration plot 
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TABLE 3. Diagnosis of the SARIMA model 
Model Alpha Time-stamp MAPE RMSE 

SARIMA 
(0,0,1)(1,0,1)12 

0.001 5 35,9387 11599,219 

SARIMA 
(0,0,1)(1,0,1)12 

0.001 10 52,6581 11276,190 

SARIMA 
(0,0,1)(1,0,1)12 

0.001 15 43,9435 14579,338 

SARIMA 
(1,1,1)(1,1,0)12 

0.001 5 53,4932 11676,122 

SARIMA 
(1,1,1)(1,1,0)12 

0.001 10 65,4521 11716,113 

SARIMA 
(1,1,1)(1,1,0)12 

0.001 15 57,4742 15586,345 

SARIMA 
(0,1,1)(2,1,0)12 

0.001 5 56,1232 12643,112 

SARIMA 
(0,1,1)(2,1,0)12 

0.001 10 67,3563 12713,123 

SARIMA 
(0,1,1)(2,1,0)12 

0.001 15 58,0812 16341,371 

SARIMA 
(0,1,1)(2,1,1)12 

0.001 5 57,1112 13643,502 

SARIMA 
(0,1,1)(2,1,1)12 

0.001 10 63,1561 12813,148 

SARIMA 
(0,1,1)(2,1,1)12 

0.001 15 59,1812 17341,161 

CONCLUSION 

Using the SARIMA method with the SARIMA (0,0,1) (1,0,1)12 model for forecasting the yield of Madura ginger 
produces a more accurate forecasting value with an error value of 43.94% and 14579.338. So the results of predicting 
the harvest of Madura ginger for the next period can be used as a reference for decision-making in determining ginger 
farmer policies in increasing their production. The limitations of this study include forecasting that can only be 
presented in the short term, forecast numbers that are too far from the sample data set will have large residuals due to 
changing conditions and crop yield situations. This forecasting is also purely built from the movement of the value of 
the harvest data itself in the previous period. Subsequent studies can create models of relevant variables that affect the 
needs that affect the harvest of Madura ginger. 
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