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Abstract. Multiclass data classification with class imbalance causes classification performance to decrease, 
especially in the Neural network method. Research shows that the model proposed by eNN can improve 
model performance for imbalanced data in the selection of superior quality in beef and cattle data. The 
results of the Ensemble ANN study with adaboost are able to understand complex relationships by 
measuring the level of correlation with the target class produced. This study aims to overcome the problem 
of data imbalance in the ensemble neural network method by comparing the oversampling method with 
undersampling, so that more representative synthetic data is obtained. Performance evaluation is processed 
using precision, recall and accuracy calculations. Research on superior local Madura cattle data The RUS-
eNN method produces the highest average accuracy value compared to others, reaching 98.00% with a recall 
value of 100%. While the ROS-eNN method produces a difference in accuracy value that is not so far away, 
namely 97.69%. The research on the sampling-based eNN approach has better accuracy than without using 
data replication in improving its performance.

1 Introduction 
The class imbalance problem has become a common 
problem due to its classification difficulty caused by the 
imbalanced class distribution. In particular, many 
ensemble methods have been proposed to deal with the 
imbalance. However, most of the efforts have focused 
on the two-class imbalance problem. There are unsolved 
problems in the multiclass imbalance problem in real-
world applications. An accurate collection of diverse 
neural networks provides better results and fewer errors 
than a single neural network. Diversity can be achieved 
by manipulating input data or output data [1]. NN uses 
ensemble methods to fine-tune model performance and 
measure a model's uncertainty. The ensemble method 
with the ANN model can produce ensemble members by 
varying the initial weights, ANN topology or 
architecture, training algorithm, and training data [2]. 
Examples of ensemble diversity using input data are 
bagging [3] and boosting [4] neural networks. Bagging 
provides diversity by randomly resampling the original 
training data into multiple training sets while boosting 
provides diversity by manipulating each set to output 
multiple output data. This paper studies the challenges 
of the multiclass imbalance problem and investigates the 
generalization ability of several ensemble solutions, 
including our recently proposed algorithm 
AdaBoost.NC, with the aim of effectively and directly 
handling multiclass imbalance. AdaBoost.NC is applied 
to several real-world multiclass imbalance tasks and 
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compared with other popular ensemble methods. 
AdaBoost.NC is better at recognizing examples of 
minority classes, which can balance the performance 
between classes. Multiclass neural network 
classification involves the construction of a neural 
network that maps input feature vectors to network 
outputs that typically contain more than two classes [5, 
6].  

In general, neural network architectures are used to 
classify multiclass. The approach is generally built by 
utilizing multiple binary neural networks where each 
network can be modeled independently. One of the 
advantages of using this technique is that different 
features can be applied to train different neural networks 
[6]. However, each neural network is trained only based 
on local knowledge, which can result in overlaps or gaps 
in the classification boundary zone [7]. Another 
approach is the implementation of a single neural 
network with multiple outputs. The complexity of this 
approach is usually high [8, 9]. However, the 
classification boundary is sharp, which is used to avoid 
uncertainty in the classification boundary zone [10]. 

In previous studies, the ANN method has been 
widely applied in classification, particularly in 
diagnosing plant diseases. For instance, it has been used 
to diagnose corn diseases with an impressive accuracy 
rate of 95.08% [11]. The concept of ensembles and the 
bias/variance trade-off of ensemble predictions in 
environmental modeling has shown that the ensemble 
NN model is more powerful than the single NN model 

BIO Web of Conferences 146, 01050 (2024) https://doi.org/10.1051/bioconf/202414601050
BTMIC 2024

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution  
License 4.0 (https://creativecommons.org/licenses/by/4.0/).



 

 

and improves generalization NN model capabilities 
[12]. NN models contain large degrees of freedom and 
several uncertainty sources influencing output. The 
uncertainties arising from the input vector and the 
structure of the NN network are investigated by Asefa 
[13], which used a sampling and ensemble-based NN 
approach to overcome data imbalance and uncertainty in 
ANN output arising from variations in initial parameters 
and training data [14]. This paper implements a diverse 
neural network ensemble using multiclass neural 
networks trained with the same input feature vector but 
disagreeing on the target codeword. The first network 
predicts the accurate membership degree, and the 
second predicts the false one [15]. The boundary 
between these two predicted outputs may not be sharp. 
Uncertainties may occur in the boundary zone. This 
paper also estimates these uncertainties and represents 
them regarding uncertainty memberships. These three 
memberships form a neutrosophic set of intervals [16]. 
The final classification decision is decided from these 
three memberships. One of the systems with artificial 
intelligence that has been successfully developed is the 
machine learning process (computer). A system with 
artificial intelligence can experience machine learning 
that imitates the workings of the human biological 
nervous system, an artificial neural network system 
(ANN) [17]. Diagnosing onion diseases for farmers has 
a vital role, not only in a high level of accuracy but also 
in a high level of speed in diagnosing plant diseases. 
ANN is an artificial intelligence system that can analyze 
complex data and has an undefined or non-linear 
relationship between variables [18, 19]. The process of 
selecting superior cattle seeds is based on the 
performance of Madura cattle body condition 
characteristics as a selection criterion [4]. The quality of 
cattle seeds can be assessed from various aspects, 
including body size, cattle health from all types of 
diseases, and physical defects of cattle in accordance 
with Indonesian national standards in good beef cattle 
breeding guidelines [20]. 

This research focuses on applying the NN ensemble 
model in identifying onion diseases with imbalanced 
data and many features, and the hidden layer structure 
has produced good performance. The performance of 
NN in an ensemble depends on several factors, such as 
(1) The dataset used in this study was obtained from 
observations for multiclass classification. (2) To 
validate the proposed method's effectiveness, two 
experimental scenarios were carried out: first, the ANN 
algorithm was directly used for modeling without 
considering class imbalance. (3) The last scenario, using 
oversampling and undersampling, was used to increase 
the number of datasets to achieve a balanced dataset. 
Meanwhile, performance measurement in the system is 
based on calculating the F-measure, recall, precision, 
and accuracy values. This research will combine data 
improvement with sampling techniques and appropriate 
computational improvements to increase accuracy. 

2 Research methodology 

2.1 Biology multiclass classification 

Classification of living things for various purposes in 
various fields, namely agriculture, animal husbandry, 
health, and etc. The problem that arises in the fields of 
agriculture and animal husbandry is how to determine 
superior quality, using classification [11]. 
Determination of superior seeds is very urgent, for 
example red onion data. Red onions are one type of 
commodity that is very much needed by the community. 
However, red onions are very easy to experience 
changes in quality such as weight loss, changes in 
volatility and damage because they have a high water 
content, so good storage methods are needed. 
Determination of the quality of superior onions is 
carried out based on their characteristics, level of 
dryness, no traces of pests, maximum weight, shape and 
level of dryness [21, 22].  

Furthermore, the research on cases of determining 
the quality of living things such as the case of 
determining the superior quality of Madura cattle [23]. 
Cattle are an important source of animal food globally, 
and each country has unique endemic cattle breeds. 
However, categorizing cattle, especially in countries 
such as Indonesia with large cattle populations, is 
challenging due to the cost and subjectivity of using 
human experts [24]. This study uses cattle trait data to 
determine the quality of superior cattle, in order to 
address the need to maintain the quality of local cattle. 
This study is to develop a model that can accurately 
detect and classify superior local Madurese cattle 
breeds, such as Sonok cattle, Karapan cattle and beef 
cattle [25]. 

2.2 Inbalanced class 

Most of the conventional models assign the majority 
class to the data and ignore the minority class because 
of the skewness of the data [7]. One method used to 
overcome the imbalance class problem is sampling. The 
sampling method modifies the distribution of data 
between the majority and minority classes in the training 
dataset to balance the amount of data for each class. At 
the data preprocessing stage, it was identified that the 
dataset used in this study has a considerable imbalance 
class problem where data instances with large rating 
values (>5) are far fewer than data instances with 
small/medium rating values. So, we need a 
preprocessing method to overcome the imbalance class 
problem [8-9].        Biological data often experiences 
imbalanced cases, resulting in issues with model 
inaccuracy that is less than optimal for all data classes 
[10]. Several solutions that can handle imbalanced cases 
include oversampling methods [11, 12], undersampling 
[13, 14], and a hybrid of oversampling and 
undersampling methods. Oversampling is done by 
making a replica (resample) of minority data. In 
contrast, the undersampling method reduces majority 
data so that more balanced majority and minority data 
are obtained [15]. Excessive oversampling methods can 
cause overfitting, while excessive undersampling can 

 

 

result in losing some vital information in the dataset 
[16].  

The Synthetic Minority Oversampling Technique 
(SMOTE) is a well-known oversampling method that 
effectively handles synthetic data overfitting through the 
K-NN approach with the use of variables [17, 20]. To 
further enhance the performance of the oversampling 
method, some researchers have incorporated the 
undersampling method as a cleaning method [19]. This 
combination is expected to produce cleaner processed 
data that is free from noise, thereby boosting the ability 
of the oversampling method to create synthetic data 
without replicating noisy data. The undersampling 
methods used in this research, such as the Neighborhood 
Cleaning Rule (NCL) [20, 21], play a crucial role in this 
process. 

2.2.1  RUS (Random Under-Sampling) 

The algorithm overcomes class imbalance by balancing 
the data distribution with Oversampling and 
Undersampling algorithm techniques. The working 
principle is an algorithm-level approach, namely 
modifying existing algorithms to consider the meaning 
of minor classes or developing new algorithms. 
Combine algorithmic approaches and data-level 
approaches. Undersampling generates random 
subsamples from majority class instances by selecting 
samples in the majority class and adding them to the 
minority class, forming a new training dataset. 
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Fig. 1. The process of balancing data using Under-
Sampling. 

2.2.2  Random Over Sampling (ROS) 

ROS is an over-sampling method in which data in the 
minority class is reproduced using synthetic data 
derived from data replication in the minority class. 
Over-sampling takes an instance of the minority class, 

looks for the k-nearest neighbor of each instance, and 
then generates a synthetic instance instead of replicating 
the minority class instance. Therefore, it can avoid the 
problem of excessive overfitting [19]. The algorithm 
will take the difference value between the vector of 
features in the minority class and the nearest neighbor 
value of the minority class and then multiply that value 
by a random number between 0 and 1. Furthermore, the 
calculation results are added to the feature vector to 
obtain the new vector value results [20, 24]. 
 

 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑋𝑋𝑖𝑖 + (𝑋𝑋�̂�𝑖 − 𝑋𝑋𝑖𝑖)𝑥𝑥𝑥𝑥 (1) 

 
with  
𝑋𝑋𝑖𝑖 = vector of features in minority class  
𝑋𝑋�̂�𝑖 = k-nearest neighbors for 𝑋𝑋𝑋𝑋  
𝑥𝑥  = random number between 0 to 1. 
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Fig. 2. The process of balancing data using Over-
Sampling. 

2.3 Ensemble learning 

The approach assigns different weights to each method 
using the least squares method, which optimizes the 
contribution of each particular individual estimate [25]. 
Several ensemble learning methods are widely used, 
such as Boosting, Bagging, and random forest [26]. 
Boosting is an approach to machine learning to increase 
accurate predictions by combining many weak and 
inaccurate rules. Adaptive boosting (AdaBoost) is one 
of several variants of the boosting algorithm, which is 
generally combined with a classifier to improve 
classification performance. The AdaBoost algorithm 
corresponds to the following steps: 
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agriculture and animal husbandry is how to determine 
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Determination of superior seeds is very urgent, for 
example red onion data. Red onions are one type of 
commodity that is very much needed by the community. 
However, red onions are very easy to experience 
changes in quality such as weight loss, changes in 
volatility and damage because they have a high water 
content, so good storage methods are needed. 
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carried out based on their characteristics, level of 
dryness, no traces of pests, maximum weight, shape and 
level of dryness [21, 22].  
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the quality of living things such as the case of 
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and each country has unique endemic cattle breeds. 
However, categorizing cattle, especially in countries 
such as Indonesia with large cattle populations, is 
challenging due to the cost and subjectivity of using 
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address the need to maintain the quality of local cattle. 
This study is to develop a model that can accurately 
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cattle [25]. 
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Most of the conventional models assign the majority 
class to the data and ignore the minority class because 
of the skewness of the data [7]. One method used to 
overcome the imbalance class problem is sampling. The 
sampling method modifies the distribution of data 
between the majority and minority classes in the training 
dataset to balance the amount of data for each class. At 
the data preprocessing stage, it was identified that the 
dataset used in this study has a considerable imbalance 
class problem where data instances with large rating 
values (>5) are far fewer than data instances with 
small/medium rating values. So, we need a 
preprocessing method to overcome the imbalance class 
problem [8-9].        Biological data often experiences 
imbalanced cases, resulting in issues with model 
inaccuracy that is less than optimal for all data classes 
[10]. Several solutions that can handle imbalanced cases 
include oversampling methods [11, 12], undersampling 
[13, 14], and a hybrid of oversampling and 
undersampling methods. Oversampling is done by 
making a replica (resample) of minority data. In 
contrast, the undersampling method reduces majority 
data so that more balanced majority and minority data 
are obtained [15]. Excessive oversampling methods can 
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Fig. 1. The process of balancing data using Under-
Sampling. 
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2.3 Ensemble learning 

The approach assigns different weights to each method 
using the least squares method, which optimizes the 
contribution of each particular individual estimate [25]. 
Several ensemble learning methods are widely used, 
such as Boosting, Bagging, and random forest [26]. 
Boosting is an approach to machine learning to increase 
accurate predictions by combining many weak and 
inaccurate rules. Adaptive boosting (AdaBoost) is one 
of several variants of the boosting algorithm, which is 
generally combined with a classifier to improve 
classification performance. The AdaBoost algorithm 
corresponds to the following steps: 
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Fig. 3. Boots Ensemble learning using of voting technique. 

Process: 
1. Divide the information into sets for training and 

validation.  
2. The training set should be divided into K folds, for 

instance 10. 
3. Make predictions on the tenth fold after training a 

base model, such as an SVM, on nine folds.  
4. Continue doing this until you have a forecast for 

every fold. 
5. Fit all of the training set with the base model.  

Utilize the model to forecast the test set.  
6. For alternative base models (such as decision trees), 

repeat steps 3 through 6.  
7. Utilize the test set's predictions as features for the 

meta-model, a new model.  
8. Utilizing the meta model, make final predictions for 

the test set. 

2.4 Neural network 

The most popular neural network algorithm is 
backpropagation; the algorithm learns on a multi-layer 
feed-forward neural network consisting of three layers: 
the input, hidden, and output layers [17]. In some Neural 
network diagrams, it is possible to have more than one 
hidden layer, although most contain only one, which is 
considered sufficient for various purposes [18]. The 
neural network algorithm for classification uses 
momentum, a set of weights that can model the data to 
minimize the average squared distance between the 
predicted network class and the actual class label of the 
data tuples [19]. Each training data observation is 
processed through the network; the input node generates 
the output value. This output value is then compared 
with the actual value of the target variable for the 
resulting error [20].  
 

 

Fig. 4. Neural multilayer network. 

Fig. 4 explain networks with many layers have 
hidden layers and weights between the input and output 

layers. Multilayer Neural Networks can solve more 
complex problems than networks with a single layer. 

3 Result and discussion 

3.1 Preparation of dataset 

The data used in this study are onion and cattle data, 
which are included in the multiclass inbalance to select 
superior quality in agriculture and animal husbandry. 
The data were taken from the agriculture and animal 
husbandry service in Pamekasan. 

Table 1. Dataset used in the research. 

Data Set 
Number of 
data records 

Feature Class 

Onion Data 268 6 4 
Local Madura 

cattle 
300 10 3 

 
The quality of shallots is determined by their 

freedom from disease, namely color conditions, 
freshness level, shape, weight, traces of disease, and 
water content. This study aims to help farmers classify 
the quality of onions to find more focused and optimal 
prospective parents. The classes built by the data are V1, 
...V4, which consist of super-generative varieties of red 
onions as candidate seeds, super-quality varieties, 
medium varieties, and low varieties.  

The process of selecting superior cattle seeds is 
based on the performance of Madura cattle body 
condition characteristics as a selection criterion. The 
quality of cattle seeds can be assessed from 10 aspects, 
including Healthy, normal reproductive organs, good 
quality, quantity of cement, Cattle Age (Months), 
Shoulder Height, Body length, Chest Circumference, 
and scrotum circumference. Superior-quality local 
Madura cattle: Data is taken from the types of beef cattle 
for breeding candidates by dividing them into 3 classes 
C1, C2, C3: super cattle, medium cattle, and low-quality 
cattle. 

3.2 Research result  

Developing an ANN requires selecting the optimal user-
defined parameters, which are optimized using a large 
number of trial iterations. If it is known that X is a subset 
of q with m1 as a function of its density, and Y is also a 
subset of q with m2 as the density function, then a 
combination function m1 and m2 is m3, shown in the 
following equation.  

Table 1. Setting Parameters parameters for training. 

Training cycles (Epoch) Parametres 
Neural Network Learning rate (α)= 0.1 

Momentum (m) = 0.3 
Iterations= 2000 

ANN with Ensemble 
Technical 

Adaboost iterations = 20, 
50, 100 

Undersampling and 
Oversampling 

K=100, 200 

 

 

The model was built to overcome the class 
imbalance problem by combining data-level approach 
techniques with resampling and comparing 
undersampling and oversampling methods with Neural 
Network-based ensemble methods. Fig. 5 shows how 
model performance is measured by comparison. 
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Fig. 5. Flow of research performance. 

Several experiments were conducted using the trial 
parameters, namely hidden layers, by default using a 
learning rate value of 0.1, momentum 0.5, and a training 
cycle value by default until the maximum final result 
value. The test results are shown in Table 2 and Table 3 
by displaying a comparison of several methods. 
Table 2. Test results for several best NN variation methods 

on onion data. 

Approach Acc AUC Kappa F-
Measure Recall 

ANN 94.00% 0.7582 0.7292 0.7281 1.0000 
eNN 95.23% 0.7871 0.9917 0.9220 0.8020 
eNN+RUS 97.78% 0.8739 0.9829 0.9772 1.0000 
eNN+ROS 97.76% 0.8629 0.9877 0.9674 0.9080 

Table 3. Test results for several best NN variation methods 
on superior cattle data . 

Approach Acc AUC Kappa F-Measure Recall 
ANN 96.00% 0.6580 0.7292 0.7800 0.9800 
eNN 98.05% 0.7801 0.9717 0.8907 0.8849 
eNN+RUS 98.00% 0.9390 0.9829 0.9642 1.0000 
eNN+ROS 97.69% 0.9365 0.9877 0.9884 0.8608 

 
The application of the sampling technique on the 

ensemble increased Kappa, although the accuracy 
decreased. Meanwhile, AUC increased when using the 
ensemble and the addition of sampling. On the shallot 
data, the performance results on eNN + RUS produced 
the highest performance with the highest accuracy of 
97.78%, Kappa = 0.9829, and Recall = 1.0000. 
Meanwhile, eNN + ROS obtained the highest score on 

F-Measure = 0.9776 and AUC = 0.9365, so almost the 
same performance was achieved with over- and under-
sampling methods. Since the cow data, the results of NN 
+ RUS produced the highest performance with the 
highest accuracy of 98.00%, Kappa = 0.9390, and Recall 
= 1.0000. Finally, adding RUS sampling produced the 
best performance when the primary data class was more 
dominant on balanced data because the data range was 
too high. Comparative testing of the performance of 
several methods showed better results with the addition 
of a combination of ensemble and sampling. The 
research shows that the ensemble's application can 
produce better performance than without the ensemble. 
 

 
Fig. 6. Comparison of method execution times using the 
number of hidden layers using shallot data. 

 
 

Fig. 7. Comparison of method execution times using the 
number of hidden layers using cattle data.  

Fig. 6 and Fig. 7 show te more neurons used, the 
lowest performance will be; when n = 12, the learning 
process will be more rapid. Vice versa, the more Neuran 
is used, the more iterations will run, resulting in higher 
computation. The ensemble and momentum approaches 
show fluctuating performance depending on the best 
weight value, as shown in Fig. 8. 
 

 
Fig. 8. Experiment on the influence of momentum weighting 
on ensemble NN using shallot data. 
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Fig. 3. Boots Ensemble learning using of voting technique. 

Process: 
1. Divide the information into sets for training and 

validation.  
2. The training set should be divided into K folds, for 

instance 10. 
3. Make predictions on the tenth fold after training a 

base model, such as an SVM, on nine folds.  
4. Continue doing this until you have a forecast for 

every fold. 
5. Fit all of the training set with the base model.  

Utilize the model to forecast the test set.  
6. For alternative base models (such as decision trees), 

repeat steps 3 through 6.  
7. Utilize the test set's predictions as features for the 

meta-model, a new model.  
8. Utilizing the meta model, make final predictions for 

the test set. 

2.4 Neural network 

The most popular neural network algorithm is 
backpropagation; the algorithm learns on a multi-layer 
feed-forward neural network consisting of three layers: 
the input, hidden, and output layers [17]. In some Neural 
network diagrams, it is possible to have more than one 
hidden layer, although most contain only one, which is 
considered sufficient for various purposes [18]. The 
neural network algorithm for classification uses 
momentum, a set of weights that can model the data to 
minimize the average squared distance between the 
predicted network class and the actual class label of the 
data tuples [19]. Each training data observation is 
processed through the network; the input node generates 
the output value. This output value is then compared 
with the actual value of the target variable for the 
resulting error [20].  
 

 

Fig. 4. Neural multilayer network. 

Fig. 4 explain networks with many layers have 
hidden layers and weights between the input and output 

layers. Multilayer Neural Networks can solve more 
complex problems than networks with a single layer. 

3 Result and discussion 

3.1 Preparation of dataset 

The data used in this study are onion and cattle data, 
which are included in the multiclass inbalance to select 
superior quality in agriculture and animal husbandry. 
The data were taken from the agriculture and animal 
husbandry service in Pamekasan. 

Table 1. Dataset used in the research. 

Data Set 
Number of 
data records 

Feature Class 

Onion Data 268 6 4 
Local Madura 

cattle 
300 10 3 

 
The quality of shallots is determined by their 

freedom from disease, namely color conditions, 
freshness level, shape, weight, traces of disease, and 
water content. This study aims to help farmers classify 
the quality of onions to find more focused and optimal 
prospective parents. The classes built by the data are V1, 
...V4, which consist of super-generative varieties of red 
onions as candidate seeds, super-quality varieties, 
medium varieties, and low varieties.  

The process of selecting superior cattle seeds is 
based on the performance of Madura cattle body 
condition characteristics as a selection criterion. The 
quality of cattle seeds can be assessed from 10 aspects, 
including Healthy, normal reproductive organs, good 
quality, quantity of cement, Cattle Age (Months), 
Shoulder Height, Body length, Chest Circumference, 
and scrotum circumference. Superior-quality local 
Madura cattle: Data is taken from the types of beef cattle 
for breeding candidates by dividing them into 3 classes 
C1, C2, C3: super cattle, medium cattle, and low-quality 
cattle. 

3.2 Research result  

Developing an ANN requires selecting the optimal user-
defined parameters, which are optimized using a large 
number of trial iterations. If it is known that X is a subset 
of q with m1 as a function of its density, and Y is also a 
subset of q with m2 as the density function, then a 
combination function m1 and m2 is m3, shown in the 
following equation.  

Table 1. Setting Parameters parameters for training. 

Training cycles (Epoch) Parametres 
Neural Network Learning rate (α)= 0.1 

Momentum (m) = 0.3 
Iterations= 2000 

ANN with Ensemble 
Technical 

Adaboost iterations = 20, 
50, 100 

Undersampling and 
Oversampling 

K=100, 200 

 

 

The model was built to overcome the class 
imbalance problem by combining data-level approach 
techniques with resampling and comparing 
undersampling and oversampling methods with Neural 
Network-based ensemble methods. Fig. 5 shows how 
model performance is measured by comparison. 
 

Using Balancing data with RUS and ROS

Ensemble with Adaboost

Comparison performance eNN-RUS, 
eNN-ROS, eNN, ANN

The Best Model 

Preparation Data
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Result
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Fig. 5. Flow of research performance. 

Several experiments were conducted using the trial 
parameters, namely hidden layers, by default using a 
learning rate value of 0.1, momentum 0.5, and a training 
cycle value by default until the maximum final result 
value. The test results are shown in Table 2 and Table 3 
by displaying a comparison of several methods. 
Table 2. Test results for several best NN variation methods 

on onion data. 

Approach Acc AUC Kappa F-
Measure Recall 

ANN 94.00% 0.7582 0.7292 0.7281 1.0000 
eNN 95.23% 0.7871 0.9917 0.9220 0.8020 
eNN+RUS 97.78% 0.8739 0.9829 0.9772 1.0000 
eNN+ROS 97.76% 0.8629 0.9877 0.9674 0.9080 

Table 3. Test results for several best NN variation methods 
on superior cattle data . 

Approach Acc AUC Kappa F-Measure Recall 
ANN 96.00% 0.6580 0.7292 0.7800 0.9800 
eNN 98.05% 0.7801 0.9717 0.8907 0.8849 
eNN+RUS 98.00% 0.9390 0.9829 0.9642 1.0000 
eNN+ROS 97.69% 0.9365 0.9877 0.9884 0.8608 

 
The application of the sampling technique on the 

ensemble increased Kappa, although the accuracy 
decreased. Meanwhile, AUC increased when using the 
ensemble and the addition of sampling. On the shallot 
data, the performance results on eNN + RUS produced 
the highest performance with the highest accuracy of 
97.78%, Kappa = 0.9829, and Recall = 1.0000. 
Meanwhile, eNN + ROS obtained the highest score on 

F-Measure = 0.9776 and AUC = 0.9365, so almost the 
same performance was achieved with over- and under-
sampling methods. Since the cow data, the results of NN 
+ RUS produced the highest performance with the 
highest accuracy of 98.00%, Kappa = 0.9390, and Recall 
= 1.0000. Finally, adding RUS sampling produced the 
best performance when the primary data class was more 
dominant on balanced data because the data range was 
too high. Comparative testing of the performance of 
several methods showed better results with the addition 
of a combination of ensemble and sampling. The 
research shows that the ensemble's application can 
produce better performance than without the ensemble. 
 

 
Fig. 6. Comparison of method execution times using the 
number of hidden layers using shallot data. 

 
 

Fig. 7. Comparison of method execution times using the 
number of hidden layers using cattle data.  

Fig. 6 and Fig. 7 show te more neurons used, the 
lowest performance will be; when n = 12, the learning 
process will be more rapid. Vice versa, the more Neuran 
is used, the more iterations will run, resulting in higher 
computation. The ensemble and momentum approaches 
show fluctuating performance depending on the best 
weight value, as shown in Fig. 8. 
 

 
Fig. 8. Experiment on the influence of momentum weighting 
on ensemble NN using shallot data. 
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Fig. 8. Experiment on the influence of momentum weighting 
on ensemble NN using cattle data. 

ANN with momentum produces maximum accuracy 
when changing weights compared to without adding 
momentum. Increasing the momentum weight change 
causes significant changes in the accuracy value. The 
greater the given momentum value, the better the 
method's performance, but it is better to be less than 0.4 
until 0.5 to avoid overfitting. 

4 Conclusion 

The conclusions of this research are the study's results 
showed that using resampling and ensemble 
optimization techniques on NN produced better 
performance in Accuracy, Kappa, and F-measure than 
using the basic Neural network method. Adding 
momentum weights to NN and using the best parameters 
with default iteration stops provide accuracy values 
close to the maximum value. Changes in weight cause 
quite significant changes. However, although the 
addition of neurons increases processing time, the 
processing time required will be longer by using the 
higher number of neurons and the additional momentum 
weights given. The best performance value on cattle 
data shows a higher accuracy value than onion data 
because the number of classes is smaller, and the 
difference in minor and significant class data is not too 
high, with the most considerable accuracy value of 
98.05% and recall value of 1 when using the ensemble. 
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research in the 2024 National Collaborative Research scheme. 
The author would also like to thank the DKKP of the 
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this research can be carried out to completion. 
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Fig. 8. Experiment on the influence of momentum weighting 
on ensemble NN using cattle data. 

ANN with momentum produces maximum accuracy 
when changing weights compared to without adding 
momentum. Increasing the momentum weight change 
causes significant changes in the accuracy value. The 
greater the given momentum value, the better the 
method's performance, but it is better to be less than 0.4 
until 0.5 to avoid overfitting. 

4 Conclusion 

The conclusions of this research are the study's results 
showed that using resampling and ensemble 
optimization techniques on NN produced better 
performance in Accuracy, Kappa, and F-measure than 
using the basic Neural network method. Adding 
momentum weights to NN and using the best parameters 
with default iteration stops provide accuracy values 
close to the maximum value. Changes in weight cause 
quite significant changes. However, although the 
addition of neurons increases processing time, the 
processing time required will be longer by using the 
higher number of neurons and the additional momentum 
weights given. The best performance value on cattle 
data shows a higher accuracy value than onion data 
because the number of classes is smaller, and the 
difference in minor and significant class data is not too 
high, with the most considerable accuracy value of 
98.05% and recall value of 1 when using the ensemble. 
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