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Abstract. Tobacco leaf sorting is an important part of the Madura tobacco industry. This process selects quality tobacco 

leaves by considering several parameters, including leaf shape and color. The use of a machine learning-based model can 

aid the tobacco leaf sorting process through tobacco leaf image processing. Tobacco leaf images are sorted into two 

categories: low-quality leaves and high-quality leaves. A common challenge in machine learning is the selection of the 

appropriate learning rate value. A small learning rate requires more iterations to converge and can potentially yield high 

accuracy. Conversely, a high learning rate can accelerate training but may miss the optimal solution. This study implements 

hyperparameter tuning, specifically focusing on adjusting the learning rate using Grey Wolf Optimization (GWO), to 

optimize the computation time and accuracy of the tobacco leaf sorting machine learning model. Computational testing of 

tobacco leaf sorting using GWO took 61.46 seconds. In comparison, Grid Search and Random Search took 106.72 seconds 

and 87.28 seconds, respectively. Additionally, GWO achieved a higher accuracy of 82% compared to Grid Search (67%) 

and Random Search (67%). 

INTRODUCTION 

The tobacco industry has long been an important sector in the economies of many countries, including Indonesia 

[1]. One of the tobacco industry's biggest contributions is as a source of state income through excise revenues [2]. 

Excise tax on tobacco products is a fairly large source of state income. Madurese tobacco has long been known as one 

of the leading commodities in Indonesia, especially on Madura Island. Its unique quality and high market demand 

give Madura tobacco enormous potential for development. [3,4]. 

 The quality of Madurese tobacco is a crucial factor in determining the selling value and competitiveness of 

local tobacco products in the international market [5]. The selling price of tobacco is greatly influenced by quality so 

the right tobacco leaf sorting system will have an impact on the selling value. Sorting tobacco leaves is an important 

step in post-harvest to obtain good quality final products. This process aims to separate tobacco leaves based on their 

quality (separating good quality leaves from damaged or defective ones). The process of sorting tobacco leaves can 

help and facilitate the drying, fermentation, and subsequent processing of tobacco [6,7]. 

 Unclear quality standards and lack of strict supervision can result in the circulation of low-quality tobacco 

on the market. The traditional sorting method that has been carried out uses the visual skills of experienced students 

in sorting dried tobacco leaves [5,8]. It is hoped that the development of deep learning-based information technology 

can help farmers sort dry tobacco leaves without the help of a grader [9,10]. 

Several studies have shown that deep learning-based computer vision technology can be directly applied in the 

agricultural sector to increase crop production. The deep learning model, Convolutional Neural Network (CNN), has 

been widely applied as a very effective technological solution in processing visual data [11]. The physical 

characteristics of high-quality tobacco leaves can be seen from the golden yellow color that is evenly distributed on 

the tobacco leaves with the size, and texture of the leaves being thick and more prominent. This visual vision is difficult 

to implement if only rely on simple image processing methods due to differences in light when capturing tobacco leaf 

image data [12,13]. The CNN architectural model can automatically extract important features from data without 

requiring complex feature extraction engineering [14,15].  

Classification research with developments in the changes to the CNN architecture, namely the number of layers 

used and the use of data augmentation techniques to increase the size of the data, succeeded in obtaining better 
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accuracy compared to a simple machine learning-based model approach. in the past 5 years, the researchers has 

succeeded in building a CNN architecture with high-accuracy results. However, what needs to be emphasized is that 

the number of parameters and computing time required by the system is also very high. Hyperparameter tuning is a 

crucial stage in optimizing CNN performance. The techniques commonly used today only explore hyperparameter 

combinations and look for the best CNN parameter combination configuration [16-19]. Artificial intelligence-based 

optimization that imitates the behavior of a pack of gray wolves has provided many solutions for finding optimal 

values. The characteristics of the search model in Gray Wolf Optimizer are used as the basis for solutions to 

hyperparameter optimization problems in tobacco sorting systems. [20-23]. 

 

MATERIAL AND METHOD 

This chapter describes the methodology that will be used in this research. Such as input data, method design, 

testing, and evaluation scenarios. The stages carried out in Figure 1 include literature study, method design and 

implementation, testing, performance measurement, and results analysis. 

 
 

FIGURE 1. Display of high-quality tobacco leaf image dataset 

 

1. Identify Problem & Motivate 

Hyperparameter tuning learning rate problem mapping for sorting tobacco leaves through a classification 

process using the CNN method optimized with the Gray Wolf Algorithm [24]. Determining the correct Learning 

Rate greatly influences the performance of the classification system. This is because if the Learning rate is too 

high: The model may "jump around" around the optimal solution and never converge well, resulting in 

overfitting. On the other hand, if the learning rate is too low: The model will be very slow to learn and may never 

reach the optimal solution, resulting in underfitting 

2. Literature Review 

Literature Review is the initial stage of research to study the basic theoretical literature used to support this 

research. This includes initial data requirements, processing, and classification methods used 

3. Design and Development System 

In the initial data collection process, the prototype was designed so that a webcam camera from above could 

capture images of dried tobacco leaves placed on an observation board. Then the installed camera automatically 

saves the image in still image form. All leaf image files that have been saved on the computer are then labeled 

into 2 categories, namely High Quality and Low Quality. 

4. Implementation System 

Tobacco leaves with quality leaf characteristics seen based on leaf thickness, leaf texture, aroma, and leaf 

nicotine content. Leaf thickness and texture are extracted through texture features and shape features. Meanwhile, 

high leaf nicotine levels are inversely proportional to leaf chlorophyll levels. So leaves with low chlorophyll 

after harvest is characterized by golden yellowing evenly on the leaf surface, then the quality of the nicotine is 

the best. The type of tobacco used in this research is the prancak variety which comes from agricultural areas 

around the Kehi hills of Pamekasan. This research uses stand-holder equipment with a webcam camera to capture 

images of dry tobacco leaves. Meanwhile, roboflow is used for labeling and editing images used for datasets as 

well as preprocessing tobacco leaf images so that the dataset that is built has leaf image data that matches the 

input system specifications. 

Dataset 

The data collection process (taking pictures of tobacco leaves) was carried out using a room lighting scenario and 

adding lights directly above the object and camera so as to eliminate shadow mode. The results of data collection are 

then grouped and labeled according to class.   



The size of the resulting image is 300x300 and preprocessing is carried out in the form of resizing the image to 

224x224 to suit the size of the CNN mode input. The next preprocessing stage for tobacco images is the conversion 

from RGB to gray level and the noise filtering process. Image datasets that have passed the preprocessing stage are 

then separated into 2 groups, namely high-quality and low-quality. The dataset of tobacco leaves consists of 328 

tobacco images. 

 
FIGURE 2. Display of high-quality tobacco leaf image dataset 

 

 
FIGURE 3. Display of low-quality tobacco leaf image dataset 

 

 The CNN model consists of several layers, namely the input layer, convolution layer, pooling layer, flatten 

layer, and fully connected layer. The neural network architecture built in this research is a Residual Network (ResNet-

50) which has a shortcut connection concept that can prevent information from being lost during the training process. 

The CNN architectural design can be seen in Figure 4. Training is the process of the model learning patterns from the 

tobacco leaf dataset. At the training stage, there are two main processes, namely feed-forward and backpropagation. 

Feed-forward is a stage that processes input data through each existing layer until it becomes the desired output. 

Backpropagation is the opposite stage of feed-forward, namely the process of calculating and adjusting the weight and 

bias for each neuron based on errors in the output validation results. Because each output from each layer will be 

interconnected with the input of another layer, the results of the backpropagation process for each neuron in the output 

layer will represent the overall gradient that can be combined from all layers. Through these two processes, the model 

will adjust internal parameters to produce more accurate output. 

 

 
FIGURE 4. CNN training architecture 



 The training process and accuracy of predicting tobacco quality in neural network models are influenced by 

hyperparameter tuning. Hyperparameters are parameters used to control the training process of the model. The correct 

Hyperparameter Tuning configuration will also greatly influence the accuracy of results and computing time. 

Comparative observations of accuracy results and computing time were carried out according to the learning rate 

produced through the optimization stage using the gray wolf algorithm. 

Grey Wolf Optimization (GWO) 

All classes are trained using the CNN architecture and Hyperparameter tuning with Grey Wolf Optimization 

proposed in this research. The GWO algorithm is a metaheuristic method inspired by the hunting behavior of gray 

wolves. Fig. 5 shows the training process where the results of the best model will be used for the testing process so 

that it can identify high-quality dry tobacco or vice versa if it falls into the low-quality class. 

 

 
FIGURE 5. Tobacco leaf sorting system model design with hyperparameter tuning optimization 

 

The implementation of GWO to find the optimal learning rate value is as follows: 

1. Initialize the initial population 

Input a random learning rate value with a lower limit of 0.001 and an upper limit of 0.1. Next, initialize the 

population using the 5 random learning rate values that have been input. This population represents a 

candidate solution (as wolves). The maximum iteration used for population testing is 100. For each 

combination of parameter values, the average accuracy and average computing time are calculated every 10 

rounds. The mathematical model to get the updated position of the wolf is as follows: 

𝐷⃗⃗ = |𝐶 . 𝑋𝑝
⃗⃗ ⃗⃗ (𝑡) − 𝑋 (𝑡)| 

𝑋 (𝑡 + 1) = 𝑋𝑝
⃗⃗ ⃗⃗ (𝑡) − 𝐴 . 𝐷⃗⃗  

Apart from that, the constant value α is also determined which linearly decreases from 2 to 0 during the loop 

with random values r_1,r_2 [0,1] to determine the value of the coefficient vectors A and C using the equation 

formula: 

𝐴 = 2𝛼. 𝑟1 − 𝛼 

𝐶 = 2𝛼. 𝑟2 



 

2. Fitness Function 

The stage of measuring the level of good and bad value of each search agent through accuracy results using 

a simple neural network. 

3. Calculating Fitness Alpha (X_α), Beta (X_β) and Delta (X_δ) values. 

Sort the fitness values obtained from the previous step. The largest fitness value is chosen as X_α the second 

order as X_β and the third order as X_δ. 

4. Update Wolf Position. 

Calculates the direction the search agent moves and updates the agent's position if the value is better than the 

previous position. 

5. Check Stopping criteria 

If the iteration has reached a predetermined maximum value, the latest Alpha fitness value is used as the 

learning rate parameter index that will be used in CNN modeling 

6. The CNN model with optimized hyperparameter tuning is saved for later use in the tobacco quality testing 

process. 

7. The final results of the model are evaluated using the function of the confusion matrix 

 

RESULTS AND DISCUSSION 

This research conducted experiments with 2 test scenarios where the data was divided into 3 parts, namely training 

data, validation data, and testing data.  Next, a comparison of hyperparameter tuning learning rate optimizers was 

carried out between the random search, grid search, and GWO methods. Testing was carried out to see the performance 

of the three methods in terms of accuracy and computing time. 

Testing Scenario 1 

The first trial was carried out by looking at the effect of the five learning rates of GWO results on accuracy. The 

five learning rate values are random numbers through a uniform distribution function with a lower limit of 0.001 and 

an upper limit of 0.1. The maximum iteration used is 10 iterations 

 
TABLE 1. Accuracy values based on the implementation of learning rate candidates 

 

Iterate 
Candidate 

Solution 
Accuracy Iterate 

Candidate 

Solution 
Accuracy 

1 

0,00173 0,6748 

6 

0,00935 0,5261 

0,00368 0,7535 0,00852 0,7865 

0,03096 0,5706 0,00436 0,6774 

0,03722 0,5895 0,00798 0,7123 

0,01413 0,4704 0,00529 0,4512 

2 

0,05067 0,7521 

7 

0,00582 0,5415 

0,05215 0,6131 0,00612 0,8265 

0,00250 0,7485 0,00148 0,7662 

0,00370 0,4176 0,00261 0,5472 

0,00216 0,4319 0,00702 0,6891 

3 

0,00155 0,4229 

8 

0,00318 0,5275 

0,00868 0,5986 0,00342 0,5277 

0,00231 0,4133 0,00962 0,7149 

0,00225 0,4503 0,00151 0,4325 

0,00448 0,6600 0,00139 0,4734 

4 

0,00556 0,5347 

9 

0,00851 0,4865 

0,00402 0,5167 0,00960 0,4058 

0,00695 0,5162 0,00146 0,5627 

0,00625 0,7183 0,00983 0,6399 

0,00839 0,6477 0,00596 0,4586 



5 

0,01994 0,5245 

10 

0,00897 0,6221 

0,08692 0,4209 0,04016 0,6944 

0,02507 0,5267 0,08630 0,5324 

0,02639 0,4848 0,07096 0,6912 

0,02448 0,7130 0,07311 0,6036 

 

Testing Scenario 2 

Analyze the comparison of hyperparameter tuning learning rate using the GWO algorithm and 2 other conventional 

optimization algorithms, namely Random Search and Grid Search when applied to a tobacco leaf sorting system. The 

maximum iteration for each algorithm is the same, namely 10 iterations. 

 
TABLE 2. Comparison of accuracy values and computing time 

 

Method 
Best Hyperparameter 

(Learning Rate) 
Best Accuracy Time Taken (seconds) 

GWO Algorithm 0,0061 0,8265 61,46 

Grid Search 0,001 0,6753 106,72 

Random Search 0,0955 0,6752 87,28 
 

 

FIGURE 6.Comparison graph of GWO, grid search and random search computing times 

CONCLUSION  

• The GWO achieved a perfect accuracy of 82,65%, demonstrating its ability to effectively navigate the 

hyperparameter space and identify optimal settings rapidly. The total time taken for optimization was significantly 

lower than both Grid and Random Search. 

• Grid Search and Random Search have almost the same accuracy value, namely 67,53% and 67,52% but Random 

search has a shorter computing time, namely 87,28s compared to Grid search with a time of 106,7s 

. 
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