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Abstract. The work of finding documents that are relevant to a user's query on an information retrieval system (IRS) is a 
very interesting study. The relevance of the list of documents returned by the IRS is influenced by the accuracy of the 
method of calculating the similarity between documents and the determination of the keywords. Many users are difficult 
to describe their information needs in words. Sometimes the user enters only one or two words that do not reflect the 
domain of information required. This results in a list of documents were very less relevant to the user's needs. The approach 
to improve the list of words in the user's query to make it more representative is called Query Expansion. One technique 
that can be used to expand a query is Pseudo Relevance Feedback. This paper describes the results of research that has 
been carried out to expand Query using Pseudo Relevance Feedback on an IRS based on the Indonesian version of the 
Wikipedia dataset, totaling about 450 thousand documents. Calculation of the similarity between the query and the list of 
tourism news documents uses the cosine similarity, while the weighting scheme for each term uses TF-IDF. The test results 
show that the pseudo-relevance feedback decreases the precision of the IRS up to 30%. This is due to the failure of the 
chosen approach to finding the right words to expand the original query. The abstract of articles in Wikipedia is general 
and is not limited to the tourism domain. The selection of the expansion base dataset is greatly determined by the new query 
quality and datasets from the same domain are recommended. It is highly recommended that the QE reference dataset is 
domain specific and filtered before being used as a QE basis.  

 

INTRODUCTION 

The purpose of using the Information Retrieval System (IRS) is to find a list of ranked documents that are relevant 
to the user's query in a short time [1][2]. There are several weaknesses of this Query-based search system, including 
the perception built by the user in generating queries. Many users find it difficult to formulate a list of keywords that 
represent their information needs. Some users make short queries consisting of one or two words that are not quite 
right. The large number of results were provided by Search Engines or the IRS but most of them do not meet the 
information needs of these users [3]. 

One solution that can be applied to correct the short Query above is Query Expansion (QE). The QE approach tries 
to extend the query by adjusting the query or adding a few new words so that a new obtained query is considered more 
representative of the user's information needs [4]. QE allows the elimination of ambiguity in queries and expresses 
the concept of detailed information. The addition of several new terms into the initial query is believed to increase the 
number of identified documents and the possibility of finding relevant documents [3]. However, in some cases, the 
QE approach does not need to be applied to certain queries. 

This paper reports the results of the research of QE on the Search Engine Bahasa Indonesia (SEBI), which currently 
contains Sports and Tourism news. The method used pseudo-relevant feedback. The dataset in this application was 
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the Indonesian Wikipedia document where the number of records reaches 450 thousand. In this approach, the 
Wikipedia articles are mostly related to the Query which are identified to generate a new Query [5]. The closeness 
between the Query and the list of documents (including Wikipedia articles) were calculated using the cosine similarity 
formula. The terms contained in the Query or other documents, after going through a series of preprocessing, were 
weighted using TF-IDF. Cosine similarity can provide a high accuracy value where the main advantage was not 
affected by the short length of the document. TF-IDF weighting has proven to be effective because it is widely applied 
to various IRS projects. Both of these methods are quite widely used in the IRS because they are efficient, easy, and 
accurate [6], [7]. An explanation of QE, its types, and its role in the field of information retrieval studies can be seen 
in [8],[9]. 

The next section of this paper described the method to generate a new query based on the similarity of the query 
to the Wikipedia article. Analysis of the results has been discussed next part. This paper closes with a Conclusion. 

METHODS 

System Architecture 

 
FIGURE 1. The architecture of the Indonesian Wikipedia-based QE System for the tourism news domain 

The system flow of the built QE application is as follows (Figure 1): 
1. Receiving Query Q from the user 
2. Preprocessing Q 
3. Calculating the cosine similarity (CoSim) between Q and all documents in the Search Engine corpus (tourism 

news). 
4. Providing a list of ranked documents to users (10 best first) 
5. Users are asked to provide feedback for each document received as a result by saying Yes/No to the suitability 

of the results with their information needs. 
6. If the number of "No" is less than or equal to the number of "Yes" then the process is DONE. 
7. The system implements QE. In this QE, each abstract from the Indonesian Wikipedia is compared with Query 

Q using cosine similarity. The Wikipedia abstract most similar to Q will be the new Query Q'. This approach 
is similar to the discussion in [10], while on how pseudo-relevance feedback works can be seen in [11], [12], 
[13], and [14]. How to get a dataset from Wikipedia? Please access http://download.wikipedia.org [15]. 

8. Calculating the similarity of each tourism news document with the New Query Q' using cosine similarity. 
9. Giving the result to the user. FINISHED. 

Input Process Output

Query Q Preprocess Q Calculate the Cosim 
of Q & Tourism Docs Ranked list of Docs

Feedback on top 10 
docs (Yes/No)

If #Yes > #No Calculate 
the Cosim of Q & All of 

Wikipedia Abstract

New Query Q’  is the 
most similar Abstract

Calculate the Cosim 
of Q’ & Tourism Docs Ranked list of Docs
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Dataset 

The dataset in this study was the abstract of articles contained in the Indonesian version of Wikipedia. This dataset 
can be downloaded from https://dumps.wikimedia.org/idwiki/latest/idwiki-latest-abstract.xml.gz. The number of 
abstracts are 450,513. This collection of abstracts is used as the basis for searching for new Query Q' by applying 
query expansion pseudo relevance feedback to Query Q. Other collections of documents  were 100 Indonesian 
language tourism news taken from various news sites on the Internet, including detik.com, circumferencejatim.com, 
portalmadura.com, islandmadura.com, radarmadura.jawapos.com, traveloka.com, and liputan6.com. The part of the 
news taken is the title, URL, date of posting, and the content of the article in text form (other media types are ignored). 
The system calculates the similarity between Query Q and the tourism news collection. If the precision given by the 
system is less than 50%, a query expansion can be carried out based on the Wikipedia abstracts. Other data that is also 
used is a collection of basic words and an Indonesian stoplist which can be obtained from URL 
http://hikaruyuuki.lecture.ub.ac.id/kamus-kata-dasar-dan-stopword-list-Bahasa-indonesia/. The number of basic 
words available is 28,526 words and there is a stoplist of 758 words. This data is also contained in SEBI which is an 
experimental search engine that is used as the basis of this research [16]. Another studies that use wikipedia articles 
as a reference for query expansion can be seen at [17]. 

Preprocessing 

Preprocessing is the work of preparing raw data before the core processes of text mining such as calculating the 
similarity between documents is carried out. Broadly speaking, preprocessing is applied by eliminating inappropriate 
term or converting it into a form that is easier to process by the system [18]. 

The following are the preprocessing stages carried out in the proposed architecture: 

1. Case Folding: change uppercase to lowercase [19]. 
2. Tokenizing: breaking the documents into collections of words or terms. Tokenization can be done by removing 

punctuation marks and separating them per space [19]. 
3. Stopwords removal: remove stopwords or terms that are not discriminators in the processed document. Stopword 

removal is used to reduce the dimensions of the document [7]. 
4. Stemming: removing all affixes and producing root words that match the Indonesian morphological structure [6] 

[8]. 

TF-IDF  

The Term Frequency-Inverse Document Frequency (TFIDF) is a method of determining the weight of each term 
involved in computing in the vector space model. TF determines the importance of a term in a document, while IDF 
shows the importance of a term based on the number of documents containing that term. The combination of TF and 
IDF determines the importance of a term in the corpus or collection of documents. The weight of the term becomes 
important when it appears more often in a document but rarely appears in many documents. A term that is present in 
many documents, does not become a discriminator; so the level of importance decreases. The term and and the are 
certainly present in many documents so that the weight becomes zero. 

The following is the formula for calculating the TFIDF of each term in the corpus [6]: 

wdt = tfdt * idft 

where:  

wdt= the weight of term t in document d 

tfdt = the frequency of occurrence of term t in document d 

idft = Inversed Document Frequency (log (N/df) ) where N = total document total and df = frequency or number 
of documents containing term t. 
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Cosine Similarity 

In the vector space model, the proximity or similarity between documents can be determined by calculating the 
cosine value of the angle between two document vectors, so this approach is called Cosine Similarity (CoSim) [20]. 
The formula used for this purpose is  

sim (dj,q) =
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where: 

wij = the weight of the ith term in the jth document 

wq= the weight of query Q 

RESULT  

The system was built according to the architecture in Figure 1 and by applying the calculation of cosine similarity 
which has been tested with the following scenarios: 

1. The test involved 10 users where each user was asked to enter 2 queries (two tests per user) 
2. In the first test, the user entered a query consisting of only 1 word about tourism. 
3. In the second test, the user entered a query that is more than 1 word long about tourism 
4. For each query to be entered, the user must perform tests on two tourism news collections, containing 100 

and 75 news articles, respectively. 
5. After the search results were displayed, the user can provide feedback values according to a large number of 

documents relevant to the query. This process  results in a precision value. 
6. For the precision value, before query expansion is <50%, the system performed query expansion using the 

pseudo relevance feedback method with the Indonesian Wikipedia abstract. 
7. The search results were given a feedback value by the user, which s limited to 10 documents with the highest 

similarity level. 
8. Users have different characters so that they have their conclusions in determining the documents that are 

considered relevant. First, was the query entered the main discussion in the article? Second, was the title of 
the article following the query and describes the main discussion? Finally, the user considered the article 
relevant to the query if the article discussed matters related to the query. 

9. The process of matching queries with documents used the cosine similarity method. Meanwhile, query 
expansion used pseudo-relevance feedback and cosine similarity methods. 

The result was the average precision of each scenario. Table 1 shows the recapitulation of test results without QE and 
with QE. 

TABLE 1. Recapitulation of Test Results Query Expansion Pseudo Relevance Feedback 

 

 

 

 

 

 

 

The comparison graph of precision without QE and with QE can be seen in Figure 2. 

Query Length Without QE With QE 

100  Articles 75  Articles 100  Articles 75  Articles 

One word 88% 82% 0% 40% 

More than one word 63% 59% 36,67% 23,33% 

Average 75,5% 70,5% 36,67% 31,67% 
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FIGURE 2. Graph of Test Results Recapitulation 

Figure 2 shows that precision without QE is better than using QE. The precision of the test results without QE for 
100 articles is 75.50%, while for 75 articles it is 36.67%. When QE was used in testing 100 articles, the precision was 
70.50% and for 75 articles it was only 31.67%. It can be said that the number of articles and the number of words in 
the query also affected the precision. There were several reasons why the precision with QE is quite low. First, the 
queries entered by users were generally too general and less unique (not specific to tourism). So the opportunity to get 
a precision without QE > 50% was very possible and makes only a few queries expanded. The second was the use of 
Indonesian Wikipedia which was universal and did not focus on tourism. This results in the list of words were obtained 
after the query were expanded to not always leading to the topic of tourism. This was why articles that previously did 
not match the initial query were then entered into one of the top 10 search results. Finally, the limited number in the 
collection of articles was used. So, there was a lack of article variations in document matching. 

CONCLUSION 

This study shows that there is no guarantee that an information retrieval system (IRS) that implements Query 
Expansion (QE) will provide better performance than IRS without QE. Such results were also found by Agiyola [21]. 
It is highly recommended that the QE reference dataset is domain specific and filtered before being used as a QE basis. 
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