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Abstract. Estimates of tourist visits is very important to determining policy and decision 

making. This study proposed a new method for forecasting tourist visits. A case study was 

conducted at a tourist spot in Sumenep, Indonesia. The model proposed is data decomposition 

and optimization of learning against tourist visits data. Data  decomposed use the Ensemble 

Empirical Mode Decomposition (EEMD) method, then data learning use the Feedforward 

Neural Network (FNN) which was optimized using the Polak-Ribiere Conjugate Gradient 

(PCG). The two methods are integrated to produce accurate forecasts. Several patterns of 

learning data were carried out in this experiment. The results of this method show good 

permformance results as measured used RMSE and MSE. Keyword : EEMD, PCG, 

Forecasting, Tourist Visits 

1. Introduction 

Tourism is used as an important sector to support the economic growth of a government. Tourism 

planning and management is carried out to attract tourists, both domestic and foreign tourists. Lack of 

preparation of food supplies, hotels and other tourist needs makes them disappointed and evaluated 

poorly. On the other hand, if the excess will suffer a big loss for an industry [1]. The government 

needs an estimate to formulate development and infrastructure policies that support the tourism 

industry. Forecasting tourist visits is important to help determine policies and decision-making by the 

government and the tourism industry. Therefore, one of the critical issues in the tourism industry is the 

development of an accurate tourism demand forecasting model [2]. 

Forecasting tourist visits is done by processing and analyzing the time series data patterns. These 

data are non-stationary, nonlinear and difficult to use to develop accurate forecasting models, because 

tourist visits are influenced by many factors, including the holiday season [3], economy [4], weather 

[5], plague [6], facilities [7]. ] and other factors [8]. Many researchers use time series models to build 

forecasting systems. There are various approaches to forecasting tourist visits by considering past time 

series data patterns [9]. Several studies have investigated the data decomposition technique approach 

to forecasting tourist visits [9] [10]. The ability of decomposition techniques has been proven in 

various fields, for example crude oil forecasting [11], network traffic [12], wind speed [13] and 

electrical load [14]. 

A popular decomposition technique proposed by Huang et al. [15] namely the Empirical Mode 

Decomposition (EMD) which was later refined into the Ensemble Empirical Mode Decomposition 

(EEMD) by Wu and Huang [16-17]. This method has been shown to be flexible enough to extract 
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signals that have nonlinear and non-stationary characteristics. EEMD will decompose the data into 

several IMFs and a residue. This method is at the core of this research. 

This study has proposed a novel model for forecasting tourist visits using a combination of EEMD 

and artificial neural network (ANN). The Learning ANN used is a type of feed-forward neural 

network (FNN) that has been optimized using the Polak-Ribiere Conjugate Gradient (PCG). The PCG 

algorithm has advantages in computation speed and high quality compared to other learning 

algorithms [17]. We use the case of tourist visits in Sumenep district, Indonesia to verify proposed 

model performance . 

 

2. Methods 

This study has proposed a new model to produce accurate forecasting of tourist visits using data 

decomposition techniques and artificial Neural Networks that have been optimized using PCG. The 

forecasting model is shown in Figure 1. 

Figure 1. Framework of the proposed forecasting model. 

 

2.1. Decomposition Technique  

The data decomposition technique uses the EEMD method. That is a modification of the EMD. The 

EEMD is used to correct the weakness of EMD which results in a broken signal so that it displays 

mixed mode. The data decomposition technique using EEMD consists of the following steps [16]; 

Step 1: Initialize the ensemble number (M) 

Step 2: Generate white noise using (1); 

)(* )()( tm xrandnNstdn
t
        (1) 

nm(t) is the m-th white noise, Ntsd is the standard deviation of the noise, and randn(x(t)) is 

normally distributed pseudo-random numbers based on tourist visit data x(t). 

Step 3: Testing the addition of the white noise signal (2); 

)()( )( tt mtm nxx         (2) 

x(t) is touris visits time series, xm(t) is the test result of the white noise addition. 

Step 4: Identify all local maximum and minimum values at xm(t) and use the cubic spline function to 

generate the top and bottom covers. 

Step 5: Find the mean m1(t) for the top and bottom covers. Then, use (3) to calculate the error e1(t) 

between the signal and the mean; 

)()()( 11 ttt
mxe m         (3)   
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Step 6: If e1(t) meets IMF criteria, then c1(t) = e1(t)  is the first IMF component of the signal. If not, 

change xm(t) = e1(t) and do step 4. The IMF has two criteria, that is, (1) for the entire data series, 

the maximum difference between the number of extreme values (the sum of local maximum 

and minimum values) and the number of zero intersections is one. (2) the mean value of the 

covers must be equal to zero at each point. 

Step 7: For the residual data  r1(t) expressed as (4); 

)()( 1)(1 tt
cxr mt                           (4) 

assuming the residue as a new signal, then repeat steps 4 through step 7 for every n to  cn(t) or 

rn(t) less than the predetermined value or the residue being a monotonous function of the 

unextracted IMF. 

Step 8: After the decomposition process, data can be represented as the sum of all IMF and residues as 

shown in (5); 

      
)()()( 1 ttt n

n

i im rcx  
       (5) 

 n is the number of IMFs, rn(t)  is the final residual signal, and ci(t)  is the i-th IMFs. 

Step 9:  If m < M, do m = m + 1 and repeat step 3 through step 7 used different white noise. Process 

will stop when m = M. 

Step 10: Find the ensemble mean for each IMFs and the residue in experiment M using (6) dan (7);  


M

m mii c
M

c ,
1

       →  i = 1,.....,n       (6) 


M

m mnn r
M

r ,
1

       (7)

    

2.2. Data Normalization 

Data normalization is carried out as an activation function of the input values in neural network 

training. Data normalization is expressed using (8);  

  


















minmax

min
minmaxmin *'

xx

xx
yyyx

      (8)

 

x’ is normalized data, ymin and ymax are the minimum and maximum values of the activation function 

value range, x is the actual time series data to be normalized, xmin dan xmax are the minimum and 

maximum values of the actual time series data respectively. 

 

2.3. Learning Neural Network with PCG optimization 

Data learning was carried out using FNN which was optimized with the Polak-Ribiére Conjugate 

Gradient. PCG is one of the neural network learning algorithms proposed by Polak and Ribiére. The 

search for the negative value of the grid gradient starts from the first iteration and is based on the 

direction of the conjugation. The FNN learning algorithm with PCG optimization is as follows;  

Step 1:  Initialize all weights using small random numbers 

Step 2:  do step 2 through 13 if the termination conditions are not met. 

Step 3:  If the input layer receives data, then pass it on to the hidden layer.  

Step 4:  Find all hidden layer output hj (j = 1,2, ..., p); 

ji
n

i ijj vxvneth  


10_    (9)                                                                   

jnethjj
e

nethfh
_

1

1
)_(




    (10) 

Step 5:  Find all the outputs on the output layer yk(k=1, 2, ..., m); 
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     (12) 

Step 6:  Find the error factor in the output layer based on the difference between the actual error value 

and the forecast value;; 

)_(')( kkkk netyfyte     (13) 

)1()( kkkkk yyyte    (14) 

Step 7:  Find the error factor in the hidden layer based on the error factor of the layer above; 

 


m

k kjkj wenete
1

_        (15) 

)_('_ jjj nethfnetee    (16) 

)1(_ jjjj hhnetee     (17) 

Step 8: Find the gradient on the output layer of the defined objective function; 

  
p

n nknkk ye
N

m
11

1
  (18) 

Step 9: Find the gradien on the hidden layer; 

  
p

n njnjj ye
N

m
11

1
   (19) 

Step 10: Find the parameter β for all neurons in hidden layer and output layer; 

t
T
t

tt
T
t

t
mm

mmm )(
111

1





   (20) 

Step 11: Find the directions for all neurons in the hidden layer and the output layer; 

tttt dmd   11     (21) 

     For the first direction: 

tt md     (22) 

Step 12: Find the α parameter for all neurons in the hidden layer and the output layer; 

Step 13: Update the weight using (23); 

111   tttt dww     (23) 

 

2.4. Data Aggregation 

Data aggregation serves to combine data that has been decomposed. The decomposition data consists 

of several IMFs and a residue. Data aggregation was carried out using the adaptive linear neural 

network (Adaline) method. Adaline method is written in  (24); 

 


n

i ii bwxy
1

.    (24) 

 

2.5. Data Denormalization 

Denormalization is used to restructure Adaline's output into real data values. Denormalization is 

calculated using  (8) to find the x. 

Two methods are used to evaluate the performance of the proposed forecasting model, namely Mean 

Square Error (MSE) and Root Mean Squared Error (RMSE). The MSE and RMSE equations are 

shown in (25) and (26). 

 


n

t tt xy
n

MSE
1

2)(
1

       (25) 
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n

t tt xyRMSE
1

2)(       (26) 

n is number of actual data, xt is actual data and yt forecast data. 

 

3. Results And Discussions 

3.1. Data Collection 

As an illustration and verification of the forecasting model, an empirical study was conducted using 

time series data for tourist visits in Sumenep Regency, Indonesia. The sample data used is from 

January 2015 to December 2019 as shown in Figure 2. The data used for training is 70% and the rest is 

used as testing.  
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Figure 2. Monthly tourist visits from 2015 - 2019. 

3.2. Forecasting Result 

This experiment uses the number of ensembles of 100 with a standard deviation of 0.2 referring to 

research conducted by [16]. Experimental data were decomposed using EEMD. The EEMD process 

produces four IMFs and one Residue as shown in Figure 3. All IMFs are arranged from highest to 

lowest frequency to represent periodic changes from high time variance or disturbance to long periods. 

The value of each IMFs and residue is then normalized to be converted into a range of values between 

0 and 1. Normalization aims to fulfill the requirements of the binary sigmoid activation function in the 

experiment. The results of normalization are shown in Figure 4, it can be seen that the shape of the 

signal frequency is the same as Figure 3, but the value is different. 

Training and testing using FNN with PCG learning uses the following parameters; The number of 

iterations is 10000 times, the learning rate is 0.1, and the error tolerance is 0.0001. The experiment 

was carried out in two scenarios, first, changing the number of hidden layer neurons in the FNN and 

second, changing the number of input neurons. The scenario by changing the number of hidden layers 

is done with a data pattern of multiples of 5 then the forecast performance is measured using RMSE 

and MSE. The data pattern and performance of this scenario are shown in table 1. The experimental 

results show that the 3-30-1 data pattern has the best performance with RMSE is 0.15646 and MSE is 

0.02448. After the first scenario was carried out, the hidden layer neuron data pattern that had the best 

performance value was used in the second scenario. In the second scenario, the FNN network 

architecture is determined by changing the input layer pattern. The data patterns were applied to the 

IMF and residues, respectively. The data pattern and performance of this scenario are shown in table 

2. The experimental results show that the 4-30-1 data pattern is the best performance with RMSE is 

0.14592 and MSE is 0.02129. After the learning process, the model validation is carried out on the 
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tourist visit data. The comparison between actual data and tourist visit forecasting data is shown in 

Figure 5. 

 
Figure 3. Result of ensemble empirical mode decomposition 

0.2

0.4

0.6

0.8

X

0

0.5

1

X
 1

0

0.5

1

X
 2

0

0.5

1

X
 3

0

0.5

1

X
 4

5 10 15 20 25 30 35 40 45 50 55 60
0

0.5

1

R
e
s
id

u
 

Time
 

Figure 4. Result of normalization 

 

Table 1. Performance by changing hidden layer  

Pola data RMSE MSE 

3-5-1 0.17254 0.02977 

3-10-1 0.16355 0.02675 

3-15-1 0.17356 0.03012 

3-20-1 0.16031 0.02570 

3-25-1 0.15739 0.02477 

3-30-1 0.15646 0.02448 
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Table 2.  Performance by changing hidden layer 

Pola data RMSE MSE 

3-30-1 0.15646 0.02448 

4-30-1 0.14592 0.02129 

5-30-1 0.16969 0.02880 

6-30-1 0.18248 0.03330 
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Figure 5. Forecasts of Tourust Visits  to Sumenep 

 

4. Conclusions 

This study has proposed a new model to produce accurate forecasting of tourist arrivals using data 

decomposition techniques and artificial Neural Networks that have been optimized using PCG. The 

model was tested on tourist visits data in Sumenep Regency, Indonesia. EEMD produces 4 IMFs and 

one residue. FNN with PCG learning is carried out to find the best pattern by changing the hidden 

layer neurons and the input layer. The best performance produced is a 4-30-1 data pattern (4 input 

neurons, 30 hidden neurons, and 1 output) with RMSE is 0.14592 and MSE is 0.02129.  
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